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Abstract: Various methods can be applied to build predictive models for the clinical data with binary outcome variables. 

This research aims to compare and explore the process of constructing common predictive models. Models based on an 

artificial neural network (the multilayer perceptron) and binary logistic regression were applied and compared in their ability 

to classifying disease-free subjects and those with diabetes mellitus(DM) diagnosed by glucose level. Demographic, enth-

ropometric and clinical data were collected based on a total of 460 participants aged over 30 years from six villages in 

Bangladesh that were identified as mainly dependent on wells contaminated with arsenic. Out of 460 participants 133 

(28.91%) suffered from DM, 116 (25.27%) had impaired glucose tolerance (IGT) and the remainder 211 (45.86%) were 

disease free. Among other factors, family history of diabetes and arsenic exposure were found as significant risk factors for 

developing diabetes mellitus (DM), with a higher value of odds ratio. This study shows that, binary logistic regression cor-

rectly classified 73.79% of cases with IGT or DM in the training datasets, 70.96% in testing datasets and 70.4% of all subjects. 

On the other hand, the sensitivities of artificial neural network architecture for training and testing datasets and for all subjects 

were 83.4%, 82.25% and 84.33% respectively, indicate better performance than binary logistic regression model. 
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1. Introduction 

Diabetes mellitus is a heterogeneous syndrome characte-

rized by elevated blood glucose level. Most of the causes of 

diabetes mellitus are still unknown. However, impaired 

insulin secretion from the pancreas or impaired insulin ac-

tion as a result of insulin resistance in the skeletal muscle, 

liver and adipose tissue has been noted in the diabetic pa-

tients [21].  Genetic disposition and environmental factors 

are important in the development of diabetes mellitus [22]. 

Recent studies show that environmental factors are impor-

tant in the development of diabetes mellitus; among them 

one of the important environmental factors is arsenic con-

tamination of well water. 

Statistical methods such as discriminant analysis and lo-

gistic regression have commonly been used to develop 

models for clinical diagnosis and treatment [5]. But studies 

published in recent years have reported that the artificial 

neural network approach improves prediction in several 

situations including prognosis of breast cancer in women 

after surgery [17], modeling for surgical decision-making 

for patients with traumatic brain injury [5] and survival of 

alcoholic patients with severe liver disease [16]. In contrast, 

others have reported that artificial neural networks and sta-

tistical models yielded similar results [9, 18]. 

Artificial intelligence has been proposed as a reasoning 

tool to support clinical decision-making since the earliest 

days of computing [3, 4, 5, 6, 7]. Artificial neural network is 

a computer modeling technique based on the observed be-

haviors of biological neurons [8]. This is a non-parametric 

pattern recognition method which can recognize hidden 

patterns between independent and dependent variables [9]. 

The detailed discussion about this approach is introduced in 

methods and materials section.  

In Bangladesh, a population of some 30-70 million people 

living in 41 districts out of the 64 are probably exposed to 

arsenic from drinking water containing >50mg/L  level of 

arsenic for a long period [19]. The exposure probably started 

in late 1960s when drilling of tube wells began as part of a 

wide irrigation plan [20]. In another study, reference [19] 
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further examined the relation between arsenic exposure and 

glucosuria (taken as a proxy for diabetes mellitus) in sub-

jects. In the Peoples Republic of Bangladesh, there are about 

7 million individuals affected by Diabetes Mellitus (DM) in 

2011 and with increasing urbanization, the prevalence of 

DM is rising rapidly.  So from this point of view the present 

investigation has been under taken in order to identify and 

manage patients with arsenic exposure having DM, espe-

cially in groups at higher risk for the disease and its com-

plications with the application of artificial neural network 

and binary logistic regression [19]. 

2. Methods and Materials 

2.1. Artificial Neural Network 

Artificial Neural Network (ANN) modeling, a paradigm 

for computation and knowledge representation, is originally 

inspired by the aspect of information processing and phys-

ical structure of the brain with a web of neural connection 

(see figure 1). Therefore some writers classified it as a 

“microscopic”, “whole box” system and an expert system as 

a “microscopic”, “black-box” system [1]. Artificial neural 

networks are used in three main ways: (i) as models of bio-

logical nervous system and intelligence, (ii) as real-time 

adaptive signal processors controllers implemented in 

hardware for applications such as robots, (iii) as data ana-

lytic methods [2].  

The main principle of neural network computing is the 

decomposition of the input-output relationship into a series 

of linearly separable steps using hidden layers [6]. There are 

three distinct steps in developing an ANN based solution: i) 

data transformation or scaling, ii) network architecture de-

finition, when the number of hidden layers, the number of 

nodes in each layer and the connectivity between the nodes 

and set, iii) construction of  learning algorithm in order to 

train the network [5,8]. Figure 2 shows the simple archi-

tecture of a typical network that consists of an input layer, 

series of hidden layers, an output layer and connection be-

tween them. 

 
Figure 1. The Neural connection in animals (biological neuron in top) and 

the counterpart Artificial Neural network structure (in bottom). 

Nodes in the input layer represent possible influential 

factors that affect the network outputs and have no compu-

tation activities, while the output layer contains one or more 

nodes that produce the network output. Hidden layers may 

contain a large number of hidden processing nodes. A 

feed-forward back-propagation network propagates the 

information from the input layer to the output layers, com-

pares the network outputs with known targets and propa-

gates the error term from the output layer back to the input 

layer, using a learning mechanism to adjust the weights and 

biases [5,10].  

 
Figure 2. Simple structure of a typical neural network. 

In 1957, Rosenblatt invented the perceptron, an artificial 

neuron, in which dendrites are replaced by weighted inputs 

that are summed inside the artificial neuron and pass through 

a suitable threshold (activation) [10]. The activated outputs 

transfer from inner to output layers and produce an output to 

simulate a desired output (target) at the end. By a learning 

algorithm, the neural net achieves a form of learning by 

modifying weights proportional to the difference between 

the target and the gained output [9].  Artificial neural net-

work have been applied to diagnosis and decision-making in 

various medical fields [12, 13, 14, 15, 16]. 

2.2. Study Population 

Six villages in two districts of Bangladesh (Cumilla, 

Jhenidah) were selected for the study on the basis of existing 

survey reports of arsenic measurements in drinking water. 

The study was cross-sectional and was performed by the 

door-to –door visits to interview families with known ar-

senic concentration in their wells. Eligible subjects were 

included those who had lived in the study areas throughout 

their lifetimes and who had used the same well as long as it 

had existed. A total of 460 subjects >= 30 years of age were 

identified. A total of 307 individuals had histories of arsenic 

exposure, were further interviewed by questionnaire, and 

were examined for identification of diabetes mellitus, ac-

cording to the American Diabetes Association (ADA) crite-

ria. Among this population, aged >= 30 years (33.83% male 

and 66.17% female) who had record of DM and had com-

plete information were the subjects of the presents study. 

2.3. Participants’ Demographic and Clinical Characteris-

tics 

Fasting plasma glucose (FPG) level was used to classify 

the glucose metabolism status of each subject according to 
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American Diabetes Association (ADA) criteria [21]. A 

blood sample was drawn into vacutainer tubes between 

07:00 and 09.00 hours from all study participants after a 

12-14 hour overnight. Subjects were classified as: normal 

glucose or disease free (FPG<110 mg/dL), 

IGT(FPG>=110<126 mg/dL) or diabetic (FPG>=126 

mg/dL). The demographic and clinical data used as predic-

tors in the models were: patient’s age, sex, body mass index 

(BMI), family history of diabetes, history of Arsenic expo-

sure. Arsenic exposure was defined as any prior diagnosis of 

this disease by a physician. Weight and height were meas-

ured according to standard protocols. BMI was calculated by 

dividing the weight (in kilogram0 by the square of the height 

(in meters). 

2.4. Prediction Models 

We applied two different models to the patient data. The 

first was a standard binary logistic regression analysis. The 

second was a standard feed-forward error back-propagation 

multilayer perceptron with a three layer topology(input, 

hidden and output layers) with four neurons in the hidden 

layer (determined by trial and error process) and no direct 

connection from the input to output layers[11]. The error 

back propagation learning algorithm is a powerful approach 

and, despite its slow convergence, is one of the most popular 

and successful algorithm for pattern recognition [24].  

The two different models were compared in their ability to 

predict glucose metabolism status from the patients’ demo-

graphic and clinical data. To do this we first merged the 

objects in the DM and IGT groups. Then we split the data-

base into two groups: a training data-set containing ap-

proximately 75% of the sample and testing data-set con-

taining 25% of the subjects. The training dataset was used to 

develop the logistic regression and perceptron models by 

introducing the disease status of the subjects into the models. 

The testing data set was used by the models for classifying 

the glucose status of subjects. 

2.4. Software 

The neural network development software used in this 

study was R, version 2.5.1 package (nnet version 7.2-290). 

Other statistical analyses were performed by the SPSS ver-

sion 13.0. 

3. Results 

Among 460 participants aged 30 years or over, 

133(28.91%) suffered from DM, 116(25.27%) had IGT and 

the remainder 211(45.86%) were disease-free by the Amer-

ican Diabetes Association (ADA) criteria.  

The mean age in this study was 45.3(standard deviation 

(SD) 13.045) years overall and 44.12(SD 12.44) years for 

the disease-free group (Table 1). One way ANOVA indicated 

that the mean age of the three groups was significantly dif-

ferent and Tukey post hoc multiple comparison test showed 

that the disease-free group was younger than the DM and 

IGT patients. 

Those in the disease-free group had a higher mean BMI 

than those in the DM and IGT groups in table 1. The 

chi-squared test indicated that there was a significant asso-

ciation between glucose level status and history of arsenic 

exposure (P<0.001). Moreover, table 1 show that the IGT 

and particularly the DM group had a higher proportion of 

subjects with a positive family history of diabetes compared 

with the disease-free group (78.94%,73.27% and 67.29%) 

and also for history of arsenic (72.94%, 64.65% and 63.98%) 

for the DM, IGT and disease-free groups respectively). 

It is clear that one should specify the training and test 

dataset before conducting any training neural network ar-

chitecture. Table 2 illustrates the glucose tolerance status of 

the training and testing datasets of the sample. 

Table 1. Characteristics of subjects in different glucose status groups. 

Variables 
DF(n=211) IGT (n=116) DM(n=133) Total(n=460) 

Mean(SD) Mean(SD) Mean(SD) Mean(SD) 

Age(in years) 44.13(12.45) 44.53(12.18) 47.82(14.39) 45.31(13.04) 

Anthropometric Measure 

BMI(kg/m3) 

    

20.27(4.73) 19.54(3.5) 19.78(3.48) 19.94(4.11) 

Sex No. % No. % No. % No. % 

Male 

Female 

63 29.85 32 27.58 45 33.83 140 30.43 

148 70.15 84 72.42 88 66.17 320 69.57 

Hist. of Arsenic         

Yes 

No 

135 63.98 75 64.65 97 72.94 307 66.73 

76 36.02 41 35.35 36 27.06 153 33.27 

Family Hist. of Diabetes         

Yes 142 67.29 85 73.27 105 78.94 335 72.82 

No 68 32.70 31 26.72 28 21.05 125 27.17 

*SD=StandardSD=Standard deviation, IGT= Impaired glucose level, BMI= Body mass index, DM=Diabetic Mellitus, DF=Disease-free, History of Arsenic 

exposure, Family History ofDiabetes 
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Table 2. Distribution of glucose status of the sample in the training and 

testing data sets. 

Variable 
Training datasets Testing datasets Total 

No. % No. % No. 

Disease-free 158 75 53 25 211 

IGT or DM 187 75 62 25 249 

Total 345 75 115 25 460 

*IGT= Impaired glucose level, DM=Diabetic Mellitus, DF=Disease-free 

3.1. Comparative Study 

As a common statistical method, we use binary logistic 

regression and it indicates that all factors were significantly 

associated with glucose status (Table 3). Age, sex, BMI and 

Arsenic exposure were significant risk factors for Diabetes 

Mellitus (DM). Meanwhile, those who were suffering from 

arsenic disease had a higher risk of DM or IGT. 

Table 3. Odds ratios and coefficients of binary logistic regression analysis 

of factors associated with glucose status. 

Characteristics Coefficient S.E. OR 95.0% C.I.for EXP(B) 

 sex(1) -.118 .225 .889 .572 1.381 

  age .020 .008 1.02 1.00 1.037 

  bmi .002 .026 1.00 .952 1.054 

  parsc(1) .507 .236 1.66 1.04 2.636 

    
Hist.of Diabets 

Constant 

.678 

-2.059 

.314 

.775 

1.96 

.128 
1.45 2.871 

*Sex(1) and parsc(1) are categorical variables   

Table 4 shows the true and predicted status of subjects in 

the training and testing datasets as well as for all subjects. 

Binary logistic regression correctly classified 73.79% of 

cases with IGT or DM in the training datasets, 70.96% in the 

testing datasets and 70.4% of all subjects. The sensitivities 

of the neural network architecture for the training and testing 

datasets and for all subjects were 83.42%, 82.25% and 84.33% 

respectively (Table 5) 

Table 4. Number of correct diagnosis of glucose status using binary logistic 

regression model. 

True Status Predicted Status using logistic-regression 

 
Disease free 

No. 

IGT or DM 

No. 

Total 

No. 

Training Data    

Disease-free 82 76 158 

IGT or DM 49 138 187 

Total 131 214 345 

Testing Data    

Disease-free 19 34 53 

IGT or DM 18 44 62 

Total 37 78 115 

Overall    

Disease-free 124 87 211 

IGT or DM 74 175 249 

Total 198 262 460 

Table 5. Number of correct diagnosis of glucose status using artificial  

neural network architecture. 

True Status Predicted Status using ANN architecture 

 
Disease free 

No. 

IGT or DM 

No. 

Total 

No. 

Training Data    

Disease-free 82 76 158 

IGT or DM 31 156 187 

Total 113 232 345 

Testing Data    

Disease-free 19 34 53 

IGT or DM 11 51 62 

Total 30 85 115 

Overall    

Disease-free 124 87 211 

IGT or DM 39 210 249 

Total 163 297 460 

4. Discussion 

The study by reference [25] carried out in BFD area in 

Taiwan is the first cross-sectional epidemiologic study in-

dicating an association between arsenic exposure form 

drinking water to diabetes mellitus. The method used to 

diagnose diabetes mellitus is classical and followed the 

criteria of the World Health Organization (WHO). The 

dose-response relation between arsenic exposure and the 

prevalence of diabetes mellitus is persuasive after adjusting 

for possible confounders. However, the temporality of cause 

and effect is not well clarified by a cross-sectional study [22]. 

The studied carried out in Bangladesh are more recent. The 

first report in 1998 [26] demonstrated a higher risk for di-

abetes mellitus in a group of 163 subjects with keratosis 

(used as an indicator of arsenic exposure) while compared 

with 854 external controls without exposure. A significant 

trend for increased risk of diabetes mellitus was observed for 

increasing dosage of arsenic exposure. In our study, it indi-

cates the same significant effect of increasing dosage of 

arsenic exposure in development of diabetes mellitus.  

5. Conclusions 

In this study, we used the primary database of the patients 

of diabetes mellitus with arsenic contaminated well water to 

develop models to try to distinguish patients with IGT or 

DM from disease-free patients. 

The accuracy of the artificial neural network and binary 

logistic regression models in predicting a subject’s glucose 

status were compared. Here, binary logistic regression cor-

rectly classified 73.79% of cases with IGT or DM in the 

training datasets, 70.96% in the testing datasets and 70.4% 

of all subjects. The sensitivities of the neural network ar-
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chitecture for the training and testing datasets and for all 

subjects were 83.42%, 82.25% and 84.33% respectively. 

Thus we conclude that this study demonstrate a significant 

performance of artificial neural network than the binary 

logistic regression models in detection of IGT and DM pa-

tients from disease-free ones. Finally, we clearly state that 

this results only apply to a population with the same cha-

racteristics and that models which applied here cannot un-

iversally be applied to all diabetics. 
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