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Abstract: A system for detecting sulfur dioxide (SO2) based on differential optical absorption spectrometry theory was studied. 

The detection system can eliminate the noise from light source and light path by using the double optical path. Background noise 

was generated by the photoelectric device. It also effects the quantitative analysis. The Support Vector Machine (SVM) is 

proposed to process the SO2 ultraviolet absorption spectrum. The SO2 ultraviolet absorption spectra at 220nm-340nm were 

obtained by using the SO2 detection system in this article. Then the spectral was denoised by the SVM. The experimental results 

showed that the absorption line was more smoothness after denoising by the SVM, and the SNR and mean square error were 

48.9398 and 1×10
-7

, respectively. The de-noising data was applied to the SO2 detection system, the linearity of the measurement 

was good with the coefficients of more than 0.9971. Compare the result with the wavelet and Empirical Mode Decomposition 

(EMD) denoising methods, which illustrates that SVM has better effects. It shows that the SVM method applied to noise 

reduction of SO2 detection system is superior. 
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1. Introduction 

With developing of industry, air pollution becomes more and 

more serious. SO2 is one of the main pollutants in the 

atmosphere. The study found that increasing SO2 levels caused 

respiratory and cardiovascular diseases [1, 2], exacerbate the 

formation of acid rain [3], and harm the growth of crops. There 

are many detection methods to detecting the SO2[4], such as 

conductometry, chemiluminescence and spectroscopy. 

Spectroscopic method has the advantage of high measurement 

accuracy, large measurement range, simple operation, and low 

cost, so it is widely used to detect the SO2 for these advantages. 

The concentration of trace gases in the atmosphere is much 

lower than 1% [5]. SO2 is a trace gas, so the signal of SO2 is 

weak, and it is easily affected by various noises of the 

instrument and unavoidable environmental factors [6]. In recent 

years, many denoising methods have emerged. Li uses wavelet 

method to denoise SO2 spectrum [7], but wavelet denoising 

method is not effective when dealing with nonlinear signals [8, 

9]. Li uses the EMD method for SO2 fluorescence spectral 

denoising [10], EMD denoising method can adaptively 

decompose the signal into intrinsic mode functions (IMF). After 

the signal is decomposed, SO2 fluorescence spectral signal 

denoising is implemented by removing high frequency noise 

signals and reconstruct [11]. But it removes useful information 

in high frequency signals and ignores noise information in low 

frequency signals. Wang research used three algorithms of 

wavelet filtering, EMD filter and Boxcar filter to extract and 

recover the SO2 fluorescence signal drowned in the noise floor. 

The high-precision measurements are needed with the 

development of industry, and it puts forward higher request for 

denoising technique. Support Vector Machine (SVM) is an 

algorithm based on statistical theory and probability theory. 

SVM is used as a classifier in some studies [12-18]. SVM is 

also used for signal denoising based on strong generalization 

ability and global optimization. [19-22]. Sidheswar designed 

and developed an efficient hybrid image denoising method 

based on SVM, based on a predefined threshold, SVM is used 

to classify the patches into two classes such as texture patches 

and flat patches [19]. Hamid Reza Shahdoosti used the wavelet 

algorithm to extract the features of the unmixed wavelet 
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segments and used the twin support vector machine to achieve 

image denoising [20]. Chen proposed a method for signal 

filtering based on SVM, the effects of parameter on kernel 

function are analyzed in time domain and frequency domain 

respectively [21]. Ji proposed a hardware implementation 

method of FIR filter based on improved SVM design method 

[22]. SVM is used for classifiers or isn’t used for SO2 denoising. 

In this paper, SVM is used for SO2 absorption spectrum 

denoising. A model is built by repeatedly training a part of the 

signal, and the remaining signals are used to test. The training 

model needs a small number of training samples to effectively 

remove the noise signal while preserving useful information. 

2. Methodology and Detection System 

In this section, SVM algorism principle will be introduced 

first. Then the SO2 detection system is introduced. The 

performances of the detection system and its practical results 

are also presented. 

2.1. SVM 

The SVM was proposed by Vapnik in 1995[23]. SVM is a 

way of machine learning, it has good effect for small samples, 

nonlinear, high dimensional, etc. SVM is developed from solving 

linear problems, it can construct optimal hyperplane under the 

condition of linear and divisible. However, in practical 

application, most problems are nonlinear. Therefore, the 

nonlinearity of the input data map to a high-dimensional feature 

space. For example, given a set of array lengths n, which belong 

to R
d
: 

( , ), ( , ), ..., ( , )1 1 2 2y y yn nx x x  

, { 1, 1}, 1,...,
d

y i ni i∈ ∈ − + =Rx           (1) 

Where xi∈R
d
 are input training samples, yi output are 

training samples, d is dimension, i is the ith number in the 

array. 

 
Figure 1. Optimization classify hyperplane under linear condition. 

If the samples are separable, there is a classification 

hyperplane that separates the two types of samples. Cross and 

open circles represent two types of samples in Figure 1. The 

nearest point to the classified hyperplane is called the support 

vector. H is a classification hyperplane. Hyperplanes H1 and 

H2 are over two types of support vectors and are parallel to H, 

respectively. The distance between H1 and H is equal to the 

distance between H2 and H. The distance between H1 and H2 is 

called the classification interval. 

If a hyperplane divides the data into two categories, divided 

as follows: 
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where w is vector of hyperplane. x is input vector of training 

set. b is constant term of hyperplane. Hyperplane over two 

types of sample support vectors is defined as: 
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The interval d between hyperplanes H1 and H2 can be 

obtained from Eq. (3): 

2
d =

w
                  (4) 

The regression function of classification hyperplane is 

defined as: 

( ) ( ) b, , b
d

f = + ∈ ∈i R Rx w x w           (5) 

The optimal hyperplane has maximum margin between two 

classes. The optimal hyperplane problem is transformed into 

solving the quadratic optimization, and the slack variable is 

introduced [24]. The quadratic form can be represented as: 
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where
*

,i iξ ξ are relaxation factors, C is the penalty factor, ε is 

the insensitivity coefficient, and s.t. is constraint. 

For the complexity of calculations of the quadratic 

optimization, the Eq. (6) is transformed into a dual problem 

with Lagrange duality theory, and the Eq. (6) can be 

transformed as Eq. (7): 
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Where αi, αi
*
, βi, βi

*
 are all Lagrange multipliers. 

Then the Eq. (6) can be expressed as: 
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The expression of f(x) in Eq. (5) is expressed as: 

( ) ( ) b
1

l
f i i

i
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=
ix x x                (9) 

βi is non-support-vector. When the data set is certain, βi=0. 

The f(x) is represented by the remaining support vectors as: 

( ) ( ) b
N

f i i
i

β= +∑
∈

ix x x              (10) 

Where N is a subset of the input data set. For a particular 

problem, a model for this problem can be determined by a 

subset of given data. 

When the problem is nonlinear, Eq. (10) cannot accurately 

represent f(x). The nonlinearity of the input data map to a 

high-dimensional feature space by using nonlinear mapping 

Φ(x). In order to reduce the amount of calculation, the inner 

product operation of the high-dimensional feature space is 

converted into a function transport of the input space by using 

the kernel function K (xi, x). 

( , ) ( ( ) ( ))K i j i j= Φ Φix x x x           (11) 

The expression of f(x) of Eq. (10) can be expressed as: 

( ) ( , ) b
N
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∈
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The common kernel functions are: linear kernel function, 

polynomial kernel function, sigmoid kernel function and 

gaussian radical kernel function. The gaussian radical kernel 

function is better for problems with less a priori information 

[25]. The expression of the gaussian radical kernel function is 

expressed as: 
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The basic concept of the SVM denoising method is to 

construct a good model structure. Constructed model is able to 

predict unknown data and remove noise. Simple models 

cannot accurately predict unknown data, and overly complex 

models contain interference signals. The width of the gaussian 

radical kernel function is determined by the parameter r. 

According to adjust the parameter r, the complexity of the 

model is controlled by using the SVM. The model can 

accurately describe characterizes of unknown data, and 

removes noise information. 

2.2. SO2 Detection System 

SO2 has three absorption peaks in the ultraviolet band, the 

first band: 320~390nm, SO2 has a weak absorption; the second 

band: 240~320nm, SO2 has a stronger absorption; the third 

band: 190~240nm, SO2 has the strongest absorption. 

The SO2 detection system with differential optical 

absorption spectrometry was used to detect the SO2 

concentration. The system is mainly composed of light source, 

gas chamber, signal collect and processing part. The 

deuterium lamp (LHD30, Zolix) is used as excitation source, it 

has peak in 200~300nm and good continuity in 200~400nm. 

There are two chambers to form a differential detection. The 

SO2 detection system is shown in Figure 2. 

 

Figure 2. SO2 detection system. 
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The ultraviolet absorption spectrum of SO2 in the range of 

220 nm to 340 nm is shown in Figure 3. It can be seen that 

there is noise in the ultraviolet absorption spectrum of SO2, so 

SVM is used for denoising. 

 

Figure 3. The ultraviolet absorption spectrum of SO2. 

3. Results 

3.1. Determine the Parameter 

On the basis of SVM denoising method, the detection result 

can be divided into two aspects, the first part is the training set, 

and the second part is the test set. In this article, we totally 

have 30 samples in data sets, we randomly split the dataset 

into 25 train sets and 5 test sets. The parameter r of the 

gaussian radical kernel function has a great relationship with 

the denoising effect. The penalty factor C is set to 40.18. The 

parameter r is regulated real-time to get better denoising result. 

The denoising effects of SO2 ultraviolet absorption spectrum 

with different r are shown in Figure 4. 

As shown in Figure 4, when r is set to 10, there is a lot of 

noise; when r is set to 1, the denoising effect has improved; 

when r is set to 0.1, the denoising is better; when r is set to 

0.01, the spectral information has been removed. Therefore, 

when Gaussian radial basis kernel function is used to denoise, 

r is set to 0.1. 

 

(a) r is set to 10 

 

(b) r is set to 1 

 

(c) r is set to 0.1 

 

(d) r is set to 0.01 

Figure 4. The denoised result when r is change. 

3.2. Denoising Results and Performance Evaluation 

The SO2 ultraviolet absorption spectrum is denoised by 

wavelet and EMD methods, respectively. Firstly, 

daubechies11 wavelet transform is used to denoise the SO2 

absorption spectrum. The SO2 ultraviolet absorption spectrum 

is decomposed into approximated and three detail coefficients, 

and shown in Figure 5. The denoising result of wavelet is 

shown in Figure 6. Secondly, EMD is used to denoise the SO2 

absorption spectrum. The SO2 ultraviolet absorption spectrum 

is decomposed into seven IMFs, and shown in Figure 7. The 

denoising result of EMD is shown in Figure 8. By comparing 

Figure 4(c), Figure 6 and Figure 8, result shows that SVM has 

better de-noising effects than wavelet and EMD. 
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Figure 5. The wavelet decomposition result of the signal. 

 

Figure 6. The wavelet denoised result of the signal. 

 

Figure 7. The EMD decomposition result of the signal. 

 

Figure 8. The EMD denoised result of the signal. 

In this study, to test the accuracy of the wavelet, EMD and 

SVM algorithms, SNR and MSE are applied for evaluating 

the denoising accuracy three methods. 
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where N is the number of samples, yi is signal value after 

denoising at time i, and xi is original signal value at time i. 

SNR indicates the denoising ability of the algorithm. The 

larger SNR value, the better denoising effect. MSE indicates 

that the denoised spectral amplitude is compared with the 

original spectral amplitude. The smaller MSE value, the 

better denoising effect [26]. The values of the qualitative 

analysis of three kinds of denoising methods are listed in 
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Tab.1. From the values of qualitative analysis in Tab.1, it can 

be seen that the SNR of SVM denoising method is larger, and 

the MSE of SVM denoising method is smaller. Therefore, the 

SVM de-noising method is better than wavelet and EMD. 

Table 1. SNR and MSE values of the three methods. 

method SVM wavelet EMD 

SNR/dB 48.9398 33.8470 42.582 

MSE 1×10-7 1.05×10-6 1.25×10-7 

3.3. System Performance After De-Noising 

Denoising results of three denoising methods are applied to 

the SO2 detection system. Ten concentrations of SO2 gas are 

prepared. The ultraviolet absorption spectrum was obtained by 

the detection system shown in Figure 2. Ten concentrations of 

SO2 spectra were denoised using SVM, wavelet, EMD, 

respectively. The relationship between the SO2 concentration 

and the measured voltage value is fitted after denoising. The 

fitting curve after SVM denoising is shown in Figure 9, the 

linear equation is f(x)=0.7401x+10.72, the linear correlation 

coefficient is 0.9971. The fitting curve after wavelet denoising 

is shown in Figure 10, the linear equation is 

f(x)=0.7545x+6.77, the linear correlation coefficient is 0.9841. 

The fitting curve after EMD denoising is shown in Figure 11, 

the linear equation is f(x)=0.7442x+10.11, the linear 

correlation coefficient is 0.9923. Comparing with the wavelet 

denoising and EMD denoising method, the result showed that 

SVM denoising method has better de-noising effects for SO2 

detection signal. 

 

Figure 9. The fitting curve between the SO2 concentration and the measured 

voltage value after SVM denoising. 

 

Figure 10. The fitting curve between the SO2 concentration and the measured 

voltage value after wavelet denoising. 

 

Figure 11. The fitting curve between the SO2 concentration and the measured 

voltage value after EMD denoising. 

4. Conclusions 

In order to choose a suitable denoising arithmetic for SO2 

detection system, the SVM method to proposed. The SVM 

method is applied to the SO2 ultraviolet absorption spectrum 

and compared with the wavelet and EMD denoising methods. 

The experimental results show that SNR and MSE are 

improved by SVM denoising. The ultraviolet absorption 

spectrum denoised by SVM can improve the linear correlation 

of the SO2 concentration and the measured voltage value, and 

make the detection more accurate Those experimental results 

can prove the effectiveness of the denoising method. The next 

steps are to apply the SVM denoised method to other gas and 

to predict gas concentration, this can realize the universality 

of SVM. 
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