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Abstract 

Analyzing within-group change in an experimental context, where the same group of people is measured before and after some 

event, can be fraught with statistical problems and issues with causal inference. Still, these designs are common from political 

science to developmental neuropsychology to economics. In cases with cognitive data, it has long been known that a second 

administration, with no treatment or an ineffective manipulation between testings, leads to increased scores at time 2 without an 

increase in the underlying latent ability. We investigate several analytic approaches involving both manifest and latent variable 

modeling to see which methods are able to accurately model manifest score changes with no latent change. Using data from 760 

schoolchildren given an intelligence test twice, with no intervention between, we show using manifest test scores, either directly 

or through univariate latent change score analysis, falsely leads one to believe an underlying increase has occurred. Second-order 

latent change score models also show a spurious significant effect on the underlying latent ability. Longitudinal structural 

equation modeling with measurement invariance correctly shows no change at the latent level when measurement invariance is 

tested, imposed, and model fit tested. When analyzing within-group change in an experiment, analyses must occur at the latent 

level, measurement invariance tested, and change parameters explicitly tested. Otherwise, one may see change where none 

exists. 

Keywords 

Pre-post Change, Statistical Methods, Model Comparison, Latent Variable Modelling 

http://www.sciencepg.com/journal/sjams
http://www.sciencepg.com/journal/149/archive/1491302
http://www.sciencepg.com/
https://orcid.org/0000-0001-5710-8635
https://orcid.org/0000-0002-1268-6121
https://orcid.org/0000-0003-2149-4428
https://orcid.org/0000-0002-1358-6130
https://orcid.org/0000-0002-5091-7402
https://orcid.org/0009-0001-3901-9441


Science Journal of Applied Mathematics and Statistics http://www.sciencepg.com/journal/sjams 

 

35 

 

1. Introduction 

A group of workers in a hospital are rated by their super-

visor as having quite average productivity. The management 

decides to increase their wage by 15%, and three months later, 

their productivity is measured again, and it shows a 5% in-

crease. Is the 5% increase in productivity caused by the 15% 

increase in wages? This is an example analyzing within-group 

change in an experiment (also called the One-Group Pre-

test-Posttest Design and the Nonexperimental Two-Wave 

Data Design), a research method when it is not an option to 

use a control group to test for internal validity threats. One 

such threat is history-new machines increased the productiv-

ity—another is regression to the mean-the worst-performing 

group in the textile plant was selected—and yet another is 

maturation-the group was just beginning to learn the tricks of 

the trade. 

In such a design, a group of individuals is administered a 

battery of tests, then some event happens—sometimes a 

treatment is applied, sometimes a natural event occurs—after 

which a battery of tests is administered again. No participants 

are randomly assigned, there is no comparison group, and the 

treatment or event is applied to all participants. Sometimes, 

this is done in the context of developmental psychology, 

where the goal is to test for developmental [3]. Sometimes this 

is done in the context of political science, where the goal is to 

test the differences in people over different political admin-

istrations. Sometimes this is done when testing the feasibility 

of a new tool or technique for human improvement (e.g.,; [4, 

42]. Sometimes this is done in the context of neuropsychology, 

where the goal is to test the change in cognitive ability before 

and after a neurological event or intervention (e.g., [21, 23]). 

One of the biggest problems with such designs, however, is 

the presence of retest effects. Retest effects are the increase or 

decrease in a test score purely as a function of being admin-

istered the same test twice. In the realm of cognitive psy-

chology, it has long been known that once a cognitive ability 

test is administered a second time, participants virtually al-

ways score higher on the second administration of the test [7]; 

[19, 37]. This finding is not relegated to the realm of cognitive 

testing, as numerous fields have shown such test-retest effects, 

including clinical scales for diagnoses [1, 2, 9, 20, 24, 38]), 

remembering media facts [39], personality tests [40, 41] ed-

ucational assessments [11], employment tests [36] medical 

selection [36], employment interviews [17], self-assessed 

health [33]. 

For cognitive abilities at least, it has been long established 

that improvements in test scores from retest effects are not at 

the underlying latent level and are also not solely a function of 

regression to the mean. Indeed, retest effects in cognitive 

ability are only increases in observed, manifest test scores, not 

on the underlying ability measures. How does one account for 

these retest effects in One-Group Pretest-Posttest Designs? If 

similar results are found in other domains susceptible to retest 

effects such as personality (e.g., [32] or clinical health (e.g., 

[28]), being able to account for the manifest test score gains 

without latent score increases will become even more im-

portant. 

Furthermore, the issues we describe here are even present 

in randomized controlled trials, when researchers attempt to 

interpret the within-group change opposed to between-group 

differences. Therefore, cases where one wishes to interpret 

within-group changes, regardless of the presence of a control 

group, are complicated by the presence of retest effects. 

The question driving this investigation is the following: 

when faced with a situation where there is a One-Group Pre-

test-Posttest Design, what statistical methods can be used to 

accurately reflect such a change only at the level of manifest 

variables without underlying increases at the latent level? 

While a different design, for example, using a control group, 

may be preferable, often, this design is the only one possible, 

or the study has already been run and now must be analyzed. 

With the One-Group Pretest-Posttest Design, there is no var-

iation in who gets the treatment or event, meaning causal 

inference approaches such as instrumental variable regression 

or propensity score matching cannot be used. Indeed, the data 

must be analyzed, but different statistical analyses may yield 

different results and warrant different inferences. 

Here we investigate, using real data of an intelligence test 

administered to the same group of schoolchildren two times, 

how different analytic procedures respond to the same data. 

We test the following approaches towards data analysis: 1) 

manifest test score change analysis, 2) univariate latent 

change score analysis, 3) latent variable latent change score 

analysis, and 4) longitudinal structural equation models (SEM) 

with measurement invariance testing. The research question is 

simply: when faced with data where you have a pretest, an 

intervention, and a posttest all in the same group, what statis-

tical method do you use to see if there has been change in the 

underlying latent trait vs. retest effects? We suspected that all 

methods involving manifest variables (e.g., sum scores) 

would fail to differentiate manifest from latent test scores and 

that most, if not all, latent variable approaches would be able 

to do so. This study was pre-registered prior to data analysis at 

https://osf.io/hym5v/registrations. 

2. Methods and Results 

2.1. Procedure 

Children were assessed using the Raven’s Coloured Pro-

gressive Matrices (RCPM), a nonverbal measure of abstract 

reasoning ability. The test comprises a series of visual pat-

tern-based tasks that increase in difficulty, beginning with 

pattern completion items and progressing to analogical rea-

soning problems involving geometric figures. Although the 
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items themselves are nonverbal, standardized verbal instruc-

tions were provided at the beginning of the test to ensure task 

comprehension. No time limits were imposed; children were 

allowed to work at their own pace. 

The RCPM was administered on two occasions: 

1. Time 1 (T1): Initial testing was conducted in classroom 

settings in 2017. 

2. Time 2 (T2): A retest was conducted 20 days later under 

identical conditions. No structured interventions or 

treatments occurred between the two testing occasions; 

children participated only in their regular classroom 

activities. 

Tests were administered in group settings by trained re-

search personnel using standardized procedures. Scores were 

recorded for each item, and total scores were computed for 

use in manifest change score analyses. For latent variable 

analyses, item-level responses were used to model a single 

underlying cognitive factor. Due to a lack of variance, the first 

five items of the first subtest and the second item of the third 

subtest were excluded from the latent analyses. The high-

est-loading item among the retained items was selected as the 

anchor to identify the latent factor. These items were retained 

in manifest scoring to preserve consistency with the standard 

RCPM scoring protocol. 

All procedures were conducted in accordance with ethical 

standards, with informed consent obtained from parents or 

legal guardians. Testing was approved by the relevant educa-

tional authorities in Quesna, Egypt. 

2.2. Instrument 

Ravens Coloured Progressive Matrices. The Ravens Col-

oured Progressive Matrices is an intelligence test geared for 

children aged 5-11. The test consists of 36 items administered 

without a time constraint. The items are ordered to get pro-

gressively more difficult. The items start with pattern com-

pletion, where a pattern is shown, and children must select 

which option will fill in the pattern, and progress to analogical 

reasoning using figures. The test is entirely nonverbal, alt-

hough there are verbal instructions given at the beginning. 

2.3. Method 

Children were tested with the Raven’s Coloured Progres-

sive Matrices in their classrooms in 2017 (t1). Twenty days 

later (t2), the children were tested a second time in their 

classrooms. In between the two testing occasions there was no 

intervening event beyond daily life. 

2.4. Data 

For the manifest test score approach, children are given a 

total score based on the number of items they get right. The 

overall scores at both t1 and t2 are used. For latent variable 

modeling, we use the item-level data to create a single factor 

for all analyses. For all latent variable models, the first five 

items of the first subtest and the second item of the third 

subtest had to be dropped, as every single participant got each 

of them correct; there was no variance to contribute to the 

model. Also, the highest-loading item was arbitrarily chosen 

as the anchor item for all latent variable analyses. As dropping 

the first five items would, in the manifest test score, lead to the 

exact same results as every single participant got those items 

correct, we kept the items in to better match the standard test 

scoring. 

2.5. Participants 

The participants were 760 students from Quesna, Egypt, 

north of Cairo. The sample consisted of 337 boys and 423 

girls, and their ages were between 5 and 11 (mean age 8.36 

years, SD = 1.64, 56% female). 

2.6. Analytic Approaches 

1) Manifest Test Score Change Analysis 

The statistical technique of manifest test score changes uses 

scores on the actual test for both t1 and t2 and tests some form 

or change between t1 and t2. The analysis could either be a 

difference score analysis, which would constitute subtracting 

the time 1 (t1) scores from the time 2 (t2) scores and running a 

1-sample t-test on the data, or running a paired samples t-test 

on the t1 to t2 scores. Mathematically, both approaches will 

yield the same t-value. This technique is by far the most 

common method of analyzing the outcomes of these designs, 

one possible reason being that it requires minimal statistical 

skills to perform. 

Results 

Using the difference score approach, subtracting t1 scores 

from t2, participants showed a significant increase in per-

formance from pretest (M = 20.03, SD = 6.46) to posttest (M = 

21.74, SD = 7.02; t(745) = 7.43, p <.001, d =.26, 95% CI =.15 

to.36). This replicates previous estimates of retest effects on 

IQ tests of around five points [19]. Thus, if a treatment or 

event were occurring between t1 and t2 that had unknowingly 

a zero effect, using this approach, one would conclude the 

treatment or event had caused an increase in intelligence test 

scores by a quarter of a standard deviation. 

2) Univariate Latent Change Score Analysis 

A univariate latent change score model starts to bring 

analyses out of the manifest realm and into the latent realm. 

Analyses occur in a structural-equation format where a latent 

variable is created with paths onto both t1 and t2 manifest 

scores. To identify the model, the mean and variance at time 1, 

the mean and variance of the latent difference, and a rela-

tionship between T1 and the latent difference are all estimated. 

The T2 intercept and variance should be fixed to 0; the direct 

path from T1 to T2 and the factor loading defining latent 

change by T2 should be fixed to 1 (see [29], for example; see 

Figure 1). 
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Figure 1. Example of estimating a univariate latent change model with just two means. In all graphs, squares represent observed (manifest) 

variables, and circles represent latent variables. Note the mean of the latent change variable is conditional in this model on the regression 

path from pretest scores to posttest scores. 

Even under these restrictive conditions, sometimes mod-

eling becomes intractable and additional constraints or im-

posing starting values are necessary in certain statistics pro-

grams (see [13], for this description). A benefit of univariate 

latent change models, however, is the ability to assess vari-

ance in change. Meaning, whether everyone changes the same 

amount from t1 to t2 can be discovered. This difference in the 

amount of within-person change creates variance in the 

change from t1 to t2. In the manifest change score model, all 

people are assumed to have a change score equal to the mean 

change from t1 to t2. In the univariate latent change score 

approach, however, there is a variance to the change, meaning 

one is specifically modeling the individual-level change. This 

variance implies some people exhibit more change than others, 

and it is modeled instead of chalked up to error. Note the 

model in Figure 1 represents latent change conditioning on 

pretest scores; changing the path from t1 to the latent change 

variable from a directed path to a covariance makes the model 

a recreation of the paired t-test (see also [10]. Thus, that an-

alytic strategy would still present the same, falsely inflated, 

mean change from the manifest variables and thus we explore 

the conditional change model instead. 

Results 

The results were consistent with what was seen in the 

manifest-test-score change analysis. The univariate latent 

change score showed that there was a latent growth in intel-

ligence from t1 to t2 (b = 9.69, p <.001, 95% CI = 8.24 to 

11.14), conditioning on pre-test scores [10]. So, if there were 

an intervention or event between t1 and t2 that had an un-

known zero effect, one would believe the results from the 

univariate latent change score model showed an increase in 

test scores. Furthermore, one may be tempted to interpret the 

increase to the underlying mental construct of intelligence. 

Such an inference would be mistaken, and could arise from a 

possible misinterpretation that the term 'latent' in univariate 

latent change score refers to changes at the latent level of the 

construct. Yet such an interpretation would not be correct. 

 
Figure 2. Results from the univariate latent change score model applied to retest effects. The results here would imply that any treatment or 

event in between t1 and t2, while having zero effect on the underlying latent construct, would have appeared to cause an increase in the con-

struct under investigation, conditional on pretest scores. 



Science Journal of Applied Mathematics and Statistics http://www.sciencepg.com/journal/sjams 

 

38 

 

There are further interesting results from this approach. The 

significant variance in the latent change part of the model (var 

= 34.35, p <.001) suggests not all people change to the same 

extent—some change more than others. The regression path 

of t1 scores on change was significant and negative (β = -.4, p 

<.001, 95% CI = -.35 to -.46), showing people who scored 

higher on t1 change less between t1 and t2 than those who 

initially scored lower. In intelligence testing, it has long been 

known that those who score lower on intelligence tend to 

show the largest retest effects (e.g., [37]). 

Univariate latent change score analysis therefore shows an 

interesting replication of that phenomenon using a new ana-

lytic technique. What is important for our purposes here is that 

were there a treatment or event between t1 and t2 that un-

knowingly did not have any effect, one would mistakenly 

believe the treatment or event benefited those who scored 

lowest and possibly needed the intervention most. 

Thus, across the two analyses dealing with data at the 

manifest level—manifest test score change analysis and uni-

variate latent change score analysis—both analytic techniques 

would suggest concluding a genuine change in the underlying 

construct had occurred from an innocuous treatment or event, 

when the observed results were due to retest effects (see sim-

ilarly [22]). Next, we test what happens when the data are 

analyzed at the latent level. 

Moving to Latent Measurement 

At this point, we leave behind the world of analyzing data at 

the manifest level (e.g., sum scores) and enter complete latent 

variable modeling. For this to happen, one must be in a posi-

tion where the measurement done at both timepoints can be 

measured in a latent variable framework. To be able to 

measure something at the latent level, numerous items (ide-

ally 3 or more) should be administered that all measure the 

same underlying construct (e.g., [5]). In some cases, this may 

not be possible. Researchers looking at tests without indi-

vidual items, like the Stroop test, for example, may be unable 

to measure latent effects unless other measures of inhibitory 

control'inhibitory control' (purportedly what the Stroop, when 

properly scored, is analyzing, see [19] are also taken (but see 

[6] for methods with fewer items). An introduction to the 

issues of measurement and latent variable models is beyond 

the scope of this paper (see: [27], for an excellent example). 

For the approaches investigated here, multiple measures all 

believed (and shown) to be measuring the same underlying 

trait could be used (e.g., three measures of depression, ad-

ministered at both time points). If there is only one measure, 

data at the item-level, provided the test is unidimensional (e.g., 

only one thing is being measured as opposed to scales with 

subscales), can be used in a latent-variable framework. 

3) Second-order latent change score analysis 

Second-order latent change score models take the same 

form as the univariate latent change score model, except in-

stead of using summary scores at the two time points, a latent 

variable at each timepoint is constructed to represent the 

construct at t1 and t2 (see [15]). Then, a higher-order latent 

change variable is constructed with a path onto the t2 latent 

variable and a path from the t1 latent variable to the latent 

change variable. Finally, allowing the latent change variable 

to covary with the time1 scores allows for investigating 

whether people who are higher (positive covariance) or lower 

(negative covariance) on t1 change more (see Figure 3). Note 

that here the path from t1 scores at the latent level to the latent 

change variable is now a covariance.1 This is more in line 

with analysis of change questions at the latent level. 

 
Figure 3. Latent change score model on latent variables. In this model, the means of paired observed variables (e.g., observed variable #2 at 

t1 and t2) are constrained to be equal, and the factor loadings of paired observed variables are constrained to be the same. 
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Since the same manifest variables are being measured over 

time, one must take into account the fact that those items or 

variables will be residually correlated over time. Meaning, if 

you administered a 7-item personality measure twice, the latent 

variables would correlate, but there would likely be a residual 

correlation where item #2 also correlates with item #2 at both 

time points (because of whatever residual aspects that item is 

measuring on both occasions). There are two ways to handle 

this problem of correlated residuals, the first is to allow residual 

covariance between each item pair at t1 and t2. The problem is 

that there is also measurement error in those residual terms, 

which in the correlated-error approach will be confounded with 

genuine covariance [16]. To bypass this merged error term 

problem, a residual latent variable with paths only onto the 

matched items across time, being uncorrelated with any other 

latent variable in the model and estimated without means 

whose parameters are fixed to one, can account for the residual 

item correlation while improving the reliability of the covari-

ance see [12]. 

Results 

Our original analytic plan involved allowing the subtest 

error variances to correlate, but this approach prevented the 

model from converging. We thus shifted to the approach using 

residual latent variables with paths only onto the matched 

items across time, being uncorrelated with any other latent 

variable in the model [12]. The second-order latent change 

score analysis takes the same form as the univariate latent 

change score analysis, except that it models the scores as 

reflective of a latent variable instead of simply summary 

scores. 

The results of the second-order latent change score com-

plemented the univariate latent change score approach. First, 

there was evidence that there was a significant increase in the 

latent variable from t1 to t2 (β =.17, p <.001, 95% CI =.25 

to.08). This change parameter showed significant variance 

(SD =.94, p =.005), showing not everyone changed to the 

same extent. Finally, the relationship of the t1 construct and 

the change parameter was again negative (b = -.33, p =.009, 

95% CI = -.57 to -.08), suggesting those who scored lowest at 

t1 changed the most between t1 and t2. The model showed 

excellent fit (CFI =.988, RMSEA =.017; see Figure 4). For 

full model details including all factor loadings see the Sup-

plementary Material online. 

 
Figure 4. Second-order latent change score model. This model shows participants improved significantly at the latent level between t1 and t2, 

and that those who scored lowest at t1 changed the most. Curved lines are covariance paths. 

Using the latent change score model on latent variables 

would give the impression that, were there a treatment or 

event in between t1 and t2, there would be increases in the 

underlying construct (intelligence, in this case). If the treat-
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ment or event had an unknown zero effect, as in the results 

here, this would be entirely driven by retest effects. 

The results of this analysis were surprising, as we did not 

predict any of the latent models would return positive effects 

on latent variables. We expected with the imposition of 

measurement invariance (this is traditionally not tested in 

latent change score approaches but simply imposed to achieve 

theoretical and statistical model identification), there would 

be no evidence of change at the latent level from retest effects. 

When there are retest effects, it appears, latent change score 

models cannot distinguish them from the latent or manifest 

level. Separately, it could be the case that we have the first 

evidence here that retest effects are not simply at the manifest 

level but represent true changes to the underlying construct 

(intelligence, in this case). 

4) Longitudinal SEM with Measurement Invariance Test-

ing Analysis 

The final analytic strategy taken here is the use of longitu-

dinal SEM (LSEM). The models used, sometimes called 

latent state models, puts both factor structures in the same 

model (t1 and t2), correlates the latent variables to index the 

relationship between these latent variables, correlates the 

observed variables (as in latent growth curve modeling), tests 

for measurement invariance, and tests change by constraining 

the mean of the t1 latent variable to zero, and freely estimating 

the mean of the t2 variable (see Figure 5). The test of change 

comes from testing whether restricting the mean of the latent 

variable at t2 is zero provides a substantively better fit than 

allowing it to be non-zero. 

 
Figure 5. Longitudinal SEM, with imposed measurement invariance, and exploring/testing whether change has occurred at the latent level. 

In this model, paired variables have their means and factor loadings tested to be constrained to be equal. 

Results 

In this final model, two latent variables were constructed, 

one for t1 and one for t2. The error terms of the individual 

items were allowed to covary to take into account the de-

pendent nature of the data (the same participants measured 

twice). Measurement invariance was tested to ensure the 

measurement of the construct did not change between testing. 

First, the baseline model showed suboptimal fit due to the 

modeling of correlated errors (CFI =.906, RMSEA =.041). 

Fixing the factor loadings to be equal in both t1 and t2 im-

proved model fit (CFI =.919, RMSEA =.038; ΔCFI =.13, 

ΔRMSEA =.003), so we continued with invariance testing. 

Constraining the thresholds to be equal across administrations 

reduced model fit slightly but not enough to conclude we had 

evidence for measurement non-invariance (CFI =.911, 

RMSEA =.04; ΔCFI = -.006, ΔRMSEA = -.002). This sec-

ond-to-last model, which showed evidence of strong meas-

urement invariance, showed significant growth in the latent 

variable (β =.22, p <.001, 95% CI =.15 to.3). Notably nearly 

identical to manifest test score changes (β =.23). With LSEM, 

however, the final model involves testing whether constrain-

ing the change parameter to zero significantly reduces model 

fit. It did not (CFI =.909, RSEA =.04; ΔCFI = -.002, ΔRM-

SEA =.0). Thus, the LSEM model, used in this context, would 

suggest that there is not a significant change between times at 

the latent level. This is exactly what we would expect from 

large manifest test score improvements as a function of retest 

effects (e.g. [37]). 

Therefore, LSEM with a specific test of constricting the 

change to zero and investigating model fit is the only analytic 

method investigated showing retest effects increase test scores, 

but they do not increase the underlying construct. Every other 

method investigated, using standard procedures, would erro-

neously lead an investigator to conclude, were there a treat-

ment or event in between test administrations, that the treat-

ment or event had increased the test scores or the latent ability. 

Exploratory Analyses 

One additional possibility is to take the approach of con-
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straining the change parameter to zero used in LSEM and use 

it in the other latent variable frameworks. Though not stand-

ard practice in latent change score analysis, the results here 

may help encourage other researchers to apply such tests. 

Univariate Latent Change Score Model 

The univariate latent change score model is an interesting 

approach when constraining the change factor to zero because, 

at its baseline, the model is just-identified. Therefore, model 

fit was perfect in the base model (CFI = 1, RMSEA = 0). In 

our scenario, constraining the latent change factor to be zero 

significantly worsened model fit (CFI = 0, RMSEA =.675). 

Therefore, researchers unable to use latent variables can still 

use manifest variables in the presence of retest effects pro-

vided they use a univariate latent change score model and 

specifically test the effects of constraining the latent change 

variable to 0. Without this last step, the simple univariate 

latent change score approach can be misinterpreted to suggest 

a latent change has occurred when none has. 

Second-Order Latent Change Score Model Analysis 

The latent change score model applied to the latent varia-

bles showed a very well-fitting model (CFI =.988, RMSEA 

=.017). It also, erroneously, showed that people increased on 

the latent variable from t1 to t2. Using the lessons learned 

from the LSEM analysis, we tested whether constraining the 

latent change term to zero significantly altered model fit. 

Constraining the latent change factor to zero did not decrease 

model fit to any notable extent (CFI =.987, RMSEA =.018). 

Thus, it should be encouraged, when using latent change score 

analyses, to include an additional test of constraining the 

latent change parameter to be 0 and seeing what happens to 

model fit. 

3. Discussion 

When analyzing the One-Group Pretest-Posttest Design, sev-

eral decisions must be made. While a large body of evidence has 

addressed the change score approach vs. the t2 conditioning on 

time 1 differences (e.g., [8, 14, 26, 30, 31, 35], the specific effects 

of retesting on t2 scores and other analytic techniques involving 

latent variable modeling have been relatively neglected. We 

extend the literature by showing how retest effects on test scores, 

but not on the underlying ability, can show up in every manifest 

score analysis—misleading researchers. We also provide a con-

crete example with open data so other researchers may reproduce 

our analyses and watch for themselves how different analyses 

lead to different conclusions. 

There are many ways to analyze the same data, and in the 

case of the One-Group Pretest-Posttest Design, we have 

highlighted six: change score analysis, univariate latent 

change score, analysis, analysis with latent change score on 

latent variables, and longitudinal SEM. There are other ways 

to analyze such data, which we did not pursue here, involving 

the use of covariates to attempt to address selection effects 

(see [25]). As noted initially, the One-Group Pretest-Posttest 

Design carries with it many threats to validity (e.g., Campbell 

& Stanley, 1963; 2015). Retest effects are but one of those 

threats, but a neglected one outside of the cognitive testing 

literature. 

Retest effects occur in numerous fields: media studies [39], 

personality tests [40, 41], clinical psychology [1], [2001]; [9, 

20, 24, 38]), health [33], education [11], employment inter-

views [36], medical selection interviews [17], media studies 

[39], personality tests [40, 41]. As it is further unknown to 

what extent retest effects occur in other fields, it is important 

to understand what they are and how to deal with them. Future 

research simulating how different estimators behave under 

different conditions (e.g., the long history of ANCOVA vs. 

change score comparisons) should also be encouraged to 

incorporate retest effects. 

As seen here, retest effects can be especially dangerous to 

the drawing of inferences, and without the right modeling, 

their appearance could lead to spurious conclusions by the 

researcher. To account for such retest effects, we have learned 

the following from our analyses: 

1) Data must be analyzed at the latent level, not at the 

manifest level. 

2) Measurement invariance must be tested. 

3) Latent means must be tested by constraining them to 

zero and examining model fit changes. 

Only when these three steps are taken in analyzing the 

One-Group Pretest-Posttest Design can one improve the con-

trol of retest effects. 

For the researcher who does not have the necessary skills to 

perform such analyses, this news may not be heartening. 

Indeed, those using the One-Group Pretest-Posttest Design 

may not have the skills at latent variable modeling. For that 

reason, all of our data and analysis code, annotated with notes, 

are freely available as an accompaniment to this article at 

https://osf.io/hym5v/?view_only=10668f4f7e2940c8b748e23

1f878f66f. Even when only one variable or test is used in an 

analysis, latent variable modeling is possible using item-level 

data, as was done here. 

While this manuscript is explicitly about statistical methods 

of analyzing the One-Group Pretest-Posttest Design, by using 

cognitive test data, we also gained some new insights. First, 

this is the first pre-registered replication of retest effects in 

cognitive data. Second, the latent change score analyses (both 

on manifest and on latent variables) replicated the variance in 

retest effects (e.g., [37]), such that those who score lowest at 

t1 see the largest gains from retest effects. Third, we used new 

modeling techniques to further confirm that retest effects in 

intelligence tests do not occur at the latent level but are only at 

the level the manifest test scores. One final insight is that even 

in the presence of large retest effects, measurement invariance 

in the same group would not be violated, suggesting retest 

effects do not occur only on some items (e.g., only the easy 

items) as that would lead to a violation of measurement in-

variance. While the purpose of this paper was not on retest 

effects in intelligence testing but instead on comparing sta-

tistical models, these insights are noteworthy. 
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Finally, this work may reintroduce to some the importance 

of retest effects and the threat they pose to the inferences from 

different study designs. Researchers using data simulation 

designs to assess how different estimators and designs handle 

different data structures (building on [18, 34]) would be en-

couraged to include retest effects in their simulations to see 

how they alter recommendations. 

3.1. Limitations 

Analyzing within-group change from an experiment is 

fraught with difficulties and threats to validity. Aside from 

just retest effects, highlighted here, there are numerous other 

confounds. Obviously, even the use of the analytic methods 

presented here cannot overcome all issues. One problem is the 

use of the exact same scale across measurement occasions, 

instead of practices like different subscales. This practice, 

however, is common; and one may find oneself in the position 

of analyzing data from a study that used the same test in the 

same participants after the introduction of some treatment. 

Not all of our analytic decisions can be made before data 

collection. Thus, while different designs, the introductions of 

comparison groups at minimum, alternate versions of the tests, 

would all strengthen such findings, we are not always in the 

position to make such determinations. The analytic approach 

we suggest here, the use of latent variable modelling, ideally 

longitudinal SEM, can help overcome retest effects (given 

some assumptions), but not all. 

Another limitation relates to power. In the example we used 

here, there is assumed to be no genuine increase in latent intel-

ligence within 20 days, but for other traits with lower stabilities 

there may be such latent changes in addition to retest effects. In 

the framework of Null Hypothesis Testing, however, our Null 

model is one of zero change, and any alternate model for power 

needs to be informed by a known effect size of change. Different 

models may be more or less powerful to account for such change, 

but in the case where there is likely no latent change at all in the 

presence of retest effects, our recommendations can help with 

accounting for retest effects only. 

Finally, we note the limit on the generalizability of the 

current results. The recommendations are based on a com-

parison of the methods tested on a single empirical dataset. 

This doesn’t allow for quantification of the consisten-

cy/uncertainty of the conclusions. Simulation studies benefit 

from the ability to quantify the type-I and type-II error rates, 

and the ability to evaluate the sensitivity of the methods for 

different design parameters. While simulation approaches 

would undoubtedly help further inform the discussion, we 

present our results using real data to begin such a discussion. 

3.2. Conclusion 

Studies analyzing within-group change after an experiment 

in the same participants have numerous threats to the infer-

ences they allow. One threat is retest effects, where people’s 

scores increase on a test simply by taking it a second time. In 

such within-group experimental designs, retest effects could 

lead researchers to believe whatever the intervening event was 

to affect the underlying trait, which is not warranted. To ac-

curately disentangle where the test score gains are changing, 

one has to use latent variable modeling. Furthermore, one 

must test measurement invariance and also test whether con-

straining the latent means are to zero decreases model fit. 

Only then can one take into account retest effects. 

Highlights 

1) Analyzing within-group change in an experimental 

context, where the same group of people is measured 

before and after some event. 

2) We investigate several analytic approaches involving 

both manifest and latent variable modeling to see which 

methods are able to accurately model manifest score 

changes with no latent change. 

3) Longitudinal structural equation modeling with meas-

urement invariance correctly shows no change at the 

latent level when measurement invariance is tested, 

imposed, and model fit tested. 

Abbreviations 

SEM Structural Equation Model 

LSEM Longitudinal SEM 

Data Availability Statement 

All of our analysis code, annotated with notes, are freely 

available as an accompaniment to this article at 

https://osf.io/hym5v/?view_only=10668f4f7e2940c8b748e23

1f878f66f. Data are synthetic data. 
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