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Abstract 

The aim of this research was to design a Machine Learning (ML) approaches to predict surgical outcome associated with 

perioperative risks factors among patients undergoing elective surgery. The research employed descriptive cross-sectional survey 

and a sample size of 292 patients. Only adult patients undergoing elective surgery were considered. Machine Learning (ML) 

Algorithm such as Logistic regression, Support vector machine, k-nearest neighbors and random forest were used to provide 

insights into how different factors such as patient related perioperative risk, procedure related perioperative risk and health 

system related perioperative risk influence the likelihood of successful surgical outcome. The study found that Random Forest 

model achieved the highest cross validation accuracy of 100%, which means it correctly classified all data points in the test set. It 

implies that the random Forest model was the most suitable for classifying surgical outcome among elective surgery patient at 

Chuka County Referral Hospital. It had a Kappa of 1 indicating a perfect agreement between its predictions and the ground truth 

in comparison with other algorithms. In addition, Random Forest model achieves a perfect score (1.0) for sensitivity, precision, 

F1-Score, and balanced accuracy. This suggests that the model is doing extremely well at correctly classifying both positive and 

negative cases. Availability of main surgical supplies (health system related perioperative risk factors) had the highest score 

indicating that it was more important factor for the models predictions than other perioperative risk factors. In this study, the 

Machine Learning analysis identified unknown parameters associated with successful surgical outcome. An application of 

Machine Learning algorithms as a decision support tool could enable the medical health practitioners to predict the surgical 

outcome of patients undergoing elective surgery and consequently optimize and personalize clinical management of patient. 
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1. Introduction 

Every patient undergoing surgery is at risk for morbidity 

and mortality since surgery is a significant kind of treatment 

that carries inherent risk for even the healthiest patients. 

Physical condition of each patient is crucial to the success of 

surgery [4]. Every surgical patient presents with a different 

collection of comorbidities and risk factors. In addition to the 

risks associated with surgery and anesthesia that apply to all 

patients, each surgical procedure has its own unique set of 

management challenges and potential complications [3]. A 

report by the National Confidential Enquiry into Patient 
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Outcome and Death (NCEPOD) recommended that all elec-

tive high-risk patients should be evaluated and thoroughly 

investigated in pre-assessment clinics. The report emphasized 

on the need of developing a UK-wide approach that permits 

swift and easy identification of patients who are at high risk of 

postoperative morbidity and mortality as cited by [10]. The 

World Health Organization (WHO) reported that over 313 

million surgical procedures are carried out year globally, and 

that surgical mortality and complications in developing na-

tions are expected to be between 0.4% and 0.8% and 3–17%, 

respectively [6, 11]. It was suggested that the probability of a 

bad outcome for each individual should be calculated as part 

of the assessment of high-risk surgical patients. To ensure that 

patients receive the appropriate level of care, this needs to be 

explained to them, carefully documented, and used to cate-

gorize them. while there is a high risk of severe morbidity or 

short-term death, it is prudent to proceed cautiously while 

considering whether to proceed with surgery at all. 

A study was conducted on perioperative patient outcomes 

in the African surgical outcomes, carried out in 25 African 

countries including Kenya and it was concluded that patients 

in Africa were twice as likely to die following surgery as 

compared to the global average for postoperative fatalities, 

despite having a low risk profile and few complications fol-

lowing surgery [2]. They went on to say that efforts to widen 

access to surgical care in Africa should be accompanied by 

better monitoring for patients who experience postoperative 

problems who are showing signs of physiologic decline. This 

study focused on patients undergoing elective surgery. Elec-

tive surgery refers to surgery that is planned ahead of time 

because there is no medical emergency involved and surgery 

can be postponed for up to a year in this case. It is therefore 

important that patients undergoing elective surgery and health 

care workers be able to understand the perioperative risks and 

their prevention in order to reduce length of hospital stays and 

avoid suffering and loss of life that result from complications 

of surgical procedures. Patients who have complications are 

more likely to die even 5 years after surgery. In recent times, 

attempts to involve patients in decision-making over their care 

have generally been made. However, there are a lot of gaps in 

knowledge among health care workers of assessing the risk of 

complications and communicating that risk to patients as part 

of the consent process, assisting them in deciding whether or 

not to proceed with surgery. 

Prior to surgery, perioperative risks are evaluated by taking 

into account the patient's medical history, doing a physical 

examination, and running several standard tests in addition to 

any additional that could be considered required. In this study 

the patient related perioperative risk factors, procedure related 

perioperative risk factors and health system related perioper-

ative risk factors were crucial in predicting the surgical out-

come for a patient undergoing elective surgery. Patient-related 

perioperative risk factors are influencing and incidental ele-

ments that raise the patient's risk of injury or likelihood of 

suffering loss during the perioperative period. This includes 

factors such as comorbidities, anxiety, obesity, cigarette 

smoking and alcohol consumption. Procedure related peri-

operative risk factors refer to factors that influence the chance 

or probability of suffering harm or loss during the intraoper-

ative period, example type and complexity of surgery and 

duration of surgery. Health system-related perioperative risks 

factors refer to health system related factors namely; equip-

ment failure, availability of supplies and staffing that influ-

ences the chance or probability of suffering harm or loss 

during the perioperative period. In this study, patients un-

dergoing elective surgery had their surgical outcomes and 

perioperative hazards evaluated [5]. Following elective sur-

gery, the patient's surgical results were assessed. Subsequently, 

interventions ought to be focused on perioperative risk miti-

gation and enhancing health systems to lower rates of mor-

bidity and mortality, re-admission, and shorten hospital stays, 

which lowers the cost of surgery, as well as to minimize blood 

loss and pain [10, 7, 1]. 

Data from the Chuka County Referral Hospital's records 

department revealed that cancellations and delays were 

commonplace for elective surgery. This was brought on by 

inadequate surgical supplies, inadequate staffing, and in-

adequate patient preparation prior to surgery. 526 individu-

als were readmitted to CCRH in 2021 after undergoing 

elective surgery, and 6 patients passed away following the 

procedure (Chuka County Referral Hospital records de-

partment, 2021). 

Machine learning (ML) is a subfield of artificial intelli-

gence (AI) that focuses on the development of algorithms 

capable of learning from and making predictions or deci-

sions based on data [12]. Classification is a supervised ma-

chine learning algorithm that involves classifying and pre-

dicting the categorical outcome variable. Several supervised 

machine-learning algorithms are used for classification. 

These algorithms include multinomial logistic regression, 

Support Vector Machines (SVM), K-Nearest Neighbors 

(KNN), Random Forests, and Naïve Bayes classifiers. The 

algorithm involves training computational models to recog-

nize patterns and relationships within large datasets, thereby 

enabling the automation of analytical tasks and discovering 

insights that might be difficult for humans to discern. These 

models learn by example, improving their performance over 

time as they are exposed to more data. The application of 

machine learning models to classify surgical outcome 

among patient undergoing elective surgery provides a 

comprehensive understanding of the factors contributing to 

unsuccessful surgical outcome and develop targeted inter-

ventions to support health systems. The aim of this study is 

to design a Machine Learning (ML) approaches to predict 

surgical outcome associated with perioperative risks among 

patients undergoing elective surgery. 
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2. Material and Methods 

2.1. Study Area 

Chuka County Referral Hospital (CCRH) in Tharaka-Nithi 

County served as the study's site. It is a public health facility 

situated in Chuka division, Chuka Igambang'ombe constitu-

ency along Meru-Nairobi road. Since the hospital offers spe-

cialist surgical procedures in addition to curative, preventative, 

and promotive treatments, it was taken into consideration for 

this study. With a strong patient flow, the hospital is the big-

gest in the county and provides referral services to outlying 

clinics. It has two operation theatres and performs approxi-

mately 2100 operations annually. The study was carried out in 

the surgical wards, operating theatres and surgical out-patient 

clinics. 

2.2. Study Design 

A descriptive cross-sectional survey was used to collect 

data on perioperative surgical risks among patients at the 

hospital’s surgical units. The selected design was chosen 

because it facilitated the precise collection of data regarding 

the current status of the scenario (perioperative risks), which 

was then utilized to draw conclusions. It also made it possible 

to collect information in an appropriate manner, both quanti-

tatively and qualitatively. 

2.3. Eligibility Criteria 

Inclusion criteria: Only adult patients undergoing elective 

surgery at Chuka County Referral Hospital were considered. 

Exclusion criteria: Children and patients who were seriously 

ill at the time of the study were not included. 

2.4. Study Population 

The study targeted all the surgical patients that were un-

dergoing elective surgery during study period (2
nd

 June to 30
th

 

December 2023) at Chuka County Referral Hospital in 

Tharaka-Nithi County, Kenya. A research administered 

structured questionnaire for data collection. A sample size of 

292 patients was considered for this study. 

2.5. Machine Learning Approaches 

Machine Learning (ML) Algorithm can play crucial roles in 

understanding and predicting the surgical outcome. ML 

models aims to provide insights into how different factors 

such as patient related perioperative risk, procedure related 

perioperative risk and health system related perioperative risk 

influence the likelihood of successful surgical outcome. Lo-

gistic regression, Support vector machine, k-nearest neigh-

bors and random forest algorithms complement this approach 

by offering more robust techniques for classification and 

prediction. These machine learning algorithms can capture 

complex relationships between predictors and surgical out-

come, allowing for more accurate predictions and identifica-

tion of high-risk patient undergoing elective surgery. 

Logistic regression is a supervised learning algorithm that 

classifies new data by calculating the probabilities of the data 

belonging to each class. Odds ratios are an informative way of 

interpreting the impact each of our predictors has on the odds 

of a case belonging to the positive class [8]. The Support 

Vector Machine (SVM) algorithm finds a hyperplane (a sur-

face with one less dimension than there are predictors) that 

best separates the classes. It is sensitive to the values of its 

hyper-parameters, which must be tuned to maximize perfor-

mance. Kernel-Nearest Neighbors (kNN) is a popular and 

versatile algorithm used in machine learning for both classi-

fication and regression tasks. It works on the principle that 

data points close together tend to be similar. So, to classify a 

new data point, kNN identifies the k closest data points 

(neighbors) from the training data set. The class label that is 

most frequent among these k neighbors becomes the predicted 

class for the new data point. Random forest is a powerful 

machine learning algorithm that utilizes the combined 

strength of multiple decision trees to make predictions. It is a 

popular choice for various tasks due to its accuracy, flexibility, 

and robustness. 

The following steps were involved in Machine Learning 

modeling process: 

1) Data Collection and Preparation 

This step involves collection of data that is of good quality, 

accurate and relevant for the study in hand. Also, cleaning the 

data by handling missing values, outliers, and inconsistencies 

as well as perform transformations like scaling or encoding 

categorical features for the algorithms to work effectively. 

2) Exploratory Data Analysis (EDA) 

This step involves getting familiar with the data by ana-

lyzing its statistical properties and visualizing the relation-

ships between features and the target variable. EDA helps 

identify patterns, trends, and potential issues in the data. 

3) Model Selection and Training 

1. Choosing the Algorithm such as Random Forest, 

kNN, SVM, or Logistic Regression. 

2. Splitting Data: The data is divided into two sets: 

training data and testing data. The training data is 

used to build the model, and the testing data is used to 

evaluate the model's performance on unseen data. 

3. Training the Model: The chosen algorithm is trained 

on the training data. This involves the algorithm 

learning the underlying patterns and relationships 

between features (perioperative risks factors) and the 

surgical outcome. Hyper-parameter tuning was done 

during this phase to optimize the model's perfor-

mance. Hyper-parameters are settings specific to 

each algorithm that control its behavior. 

4) Model Evaluation 

1. Performance Metrics: After training, the models 
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performance was evaluated on the testing data using 

accuracy, precision, recall. 

2. Model Interpretation: Based on chosen algorithm, 

interpret the models predictions to gain insights into 

the perioperative risks factors influencing the surgi-

cal outcome. 

3. Results and Discussion 

3.1. Patient Profile 

The study sought to establish the patient demographic 

characteristics such as gender, age and education level as 

shown in Table 1. 

Table 1. Patient Information. 

Gender Frequency Percent 

Female 128 43.84 

Male 164 56.16 

Age (Years) Frequency % 

Gender Frequency Percent 

18-35 100 34.25 

36-50 192 65.75 

 

Education Frequency % 

Primary 64 21.92 

Secondary 168 57.53 

College 60 20.55 

Table 1 shows the patient information of 292 survey re-

spondents across gender, age bracket, and education level. 

There were slightly more males (164) than females (128) in 

the survey. This means that males make up 56.16% of the 

respondents while females make up 43.84%. Also, the ma-

jority of the respondents (192 or 65.75%) fall within the 36-50 

age bracket. Only 100 respondents (34.25%) are between 

18-35 years old. It was noted that over half (168 or 57.53%) of 

the respondents have a secondary level of education. Primary 

education comes in second at 21.92% (64 respondents), and 

20.55% (60 respondents) have a college education. 

3.2. Model Cross Validation Accuracy 

Table 2. Model Cross Validation Accuracy. 

Models CV Accuracy 95% CI P-value Kappa 

Logistic Regression 0.9403 (0.8541, 0.9835) 0.1581 0.7452 

K-Nearest Neighbour 0.9104 (0.8152, 0.9664 0.4414 0.3599 

Random Forest 1 (0.9464, 1.0000) 0.0006 1 

Support Vector Machine 0.9552 (0.8747, 0.9907) 0.07075 0.7048 

 

Table 2 shows the performance of four machine learning 

models on a classification task. The accuracy metric represents 

the proportion of data points that each model classified cor-

rectly. In this case, the Random Forest model achieved the 

highest accuracy of 100%, which means it correctly classified 

all data points in the test set. It implies that the random Forest 

model is the most suitable for classifying surgical outcome 

among elective surgery patient in Chuka County Referral 

Hospital. A 95% Confidence Interval represents the range of 

values that we can be 95% confident the true accuracy lies 

within. For example, the 95% CI for the Random Forest is 

(0.9464, 1.000), indicating that we can be 95% confident that 

the true accuracy falls somewhere between 94.64% and 100%. 

Kappa is the agreement between the model's predictions 

and the actual labels, while accounting for chance agreement. 

A Kappa of 1 indicates perfect agreement, while 0 indicates 

no agreement beyond chance. For instance, Random Forest 

achieved a Kappa of 1, which suggests perfect agreement 

between its predictions and the ground truth, while Support 

Vector Machine has a Kappa of 0.7048, indicating a moderate 

level of agreement. Random Forest model achieved the 

highest accuracy (1.0) and Kappa (1.0), suggesting the best 

performing model in classifying surgical outcome among 

elective surgery patient in Chuka County Referral Hospital. 

Support Vector Machine has a high accuracy (0.9552) but a 

lower Kappa (0.7048) compared to Random Forest. It also has 

a p-value that is not statistically significant at a 95% confi-

dence level. Other models such as Logistic Regression and 
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K-Nearest Neighbors models considered in this study have 

lower accuracy and Kappa scores compared to Random Forest 

and Support Vector Machine. 

3.3. Evaluation of Model Performance 

Table 3 shows performance metrics for four Machine 

Learning models on a binary classification task. Sensitivity 

(Recall) represents the proportion of positive cases that the 

model correctly identified. A high sensitivity (close to 1) 

indicates the model is good at identifying true positives and 

avoids many false negatives. Specificity represents the pro-

portion of negative cases that the model correctly identified. A 

high specificity (close to 1) indicates the model is good at 

identifying true negatives and avoids many false positives. 

Precision represents the proportion of positive predictions that 

were actually correct. A high precision indicates the model is 

good at making precise predictions, with very few false posi-

tives. Balanced Accuracy: This metric is the average of sen-

sitivity and specificity, giving equal weight to both. It can be 

useful when the classes are imbalanced, meaning there are 

more examples of one class than the other. 

Table 3. Evaluation of Model Performance. 

Performance Metrics Logistic Regression K-Nearest Neighbour Random Forest Support Vector Machine 

Sensitivity 0.933 0.983 1 1 

Specificity 1 0.286 1 0.571 

Precision 1 0.922 1 0.952 

F1-Score 0.966 0.952 1 0.976 

Balanced Accuracy 0.967 0.635 1 0.786 

 

On the basis of the model Performance Metrics the fol-

lowing highlights were made; 

Random Forest model: Achieves perfect scores (1.0) for 

sensitivity, precision, F1-Score, and balanced accuracy. This 

suggests that the model is doing extremely well at correctly 

classifying both positive and negative cases. 

Logistic Regression & Support Vector Machine: Both 

models have high sensitivity (1.0) but lower specificity 

compared to Random Forest. This implies that the models 

might be very good at identifying positive cases but struggling 

to distinguish some negative cases from positive ones, leading 

to potential false positives. In this case, the models might be 

better choices despite their lower overall accuracy, because 

they have higher specificity. 

K-Nearest Neighbor: Has the lowest overall performance 

among the models here. It has a high sensitivity (0.983) but a 

low specificity (0.286), indicating it might make many false 

positive predictions. 

3.4. Box-and-Whisker Plot of Results 

Box-and-whisker chart is used to visualize the distribution 

of data. It shows the following information: The center of the 

data (usually the median), the spread of the data (represented 

by the box) and the presence of any outliers (data points that 

fall outside a certain range). The results of random forest 

algorithm demonstrate a higher ability in classifying the un-

successful surgical outcome and overall classification ability. 

 
Figure 1. Comparison of the models. 
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3.5. Importance Predictors in the Models 

 
Figure 2. Importance Predictors in the Models. 

The relative importance of each feature can be compared by 

the heights of the lines. For instance, the line for "Availability 

of main surgical supplies" appears to have a higher score than 

the line for "Education", indicating that availability of surgical 

supplies was a more important factor for the model's predic-

tions than the patient's educational background. According to 

[9], having sufficient surgical equipment is essential for 

providing safe surgical care. In earlier research from Nigeria, 

Cameroon, Sierra Leone, Somalia, Ethiopia, and Malawi, 

shortages of surgical supplies were discovered. A system 

supporting the equipment must be in place to guarantee that 

the right equipment is purchased, utilized, and maintained as 

intended, following adequate training and a secure supply 

chain of consumables, [10]. It is important to note that the 

specific interpretation of these feature importance scores can 

vary depending on the machine learning algorithm used. In 

this case, the importance scores were a useful tool for gaining 

insights into which factors were most influential for the Ma-

chine Learning models performance on classification task. 

3.6. Model Confusion Matrices 
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Figure 3. Model Confusion Matrices. 

A confusion matrix is a table that allows visualization of the 

performance of an algorithm, particularly in classification 

tasks. Figure 2 shows the performance of a binary classifica-

tion models, where the surgical outcome variable has two 

classes: successful and not successful. In this case, Rows 

represent the actual classes (reference), Columns represent the 

predicted classes and Values in each cell represent the number 

of instances in a particular category. For instance, RF confu-

sion matrix shows that all cases were correctly classified in 

the respective categories. There were no misclassifications. 

Nevertheless, there were misclassification in other models but 

mean misclassification error was very low. 

4. Conclusion 

The application of data science to health care, in particular 

the use of machine learning predictive models, shows great 

promise. In this study, the Machine Learning analysis identi-

fied unknown parameters associated with successful surgical 

outcome. An application of Machine Learning algorithms as a 

decision support tool could enable the medical health practi-

tioners to predict the surgical outcome of patients undergoing 

elective surgery and consequently optimize and personalize 

clinical management of patient. The study recommends use of 

large data set to verify the 100% model accuracy of Random 

forest model. 
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