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Abstract: Edge detection is one of the most commonly used operations in image analysis, and there are more algorithms in the 

literature for enhancing and detecting edges. Natural images contain both textured and untextured regions, so the cues of contour 

and texture are exploited simultaneously. In this paper, we present a new edge detection method for natural images using 

decomposition model. The main idea is to decompose image in to two image components (geometric and texture) obtained by the 

PDE. The edge detection is performed not on the original image but on its geometric components. Experimental results on a wide 

range of images are shown. 
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1. Introduction 

Human vision seems to make use of many sources of 

information to detect and recognize an object in an image. 

Researchers agree that edge and region information are 

utilized to extract a “perceptual unit” in image [1]. Classical 

methods of edge detection [3,4,5] involve convolving the 

image with a filter (Sobel, Prewitt, Roberts,..), which is 

constructed to be sensitive to large gradients in the image 

while returning values of zero in uniform regions. There is an 

extremely large number of edge detection operators [2,6,7] 

available, each designed to be sensitive to certain types of 

edges. Variables involved in the selection of an edge detection 

operator include Edge structure, Noise environment and Edge 

orientation. The geometry of the operator determines a 

characteristic direction in which it is most sensitive to edges. 

Operators can be optimized to look for different direction 

edges. Edge detection is difficult in texture images, since both 

the texture and the edges contain high frequency content. To 

overcome this problem we propose to use the Aujol 

decomposition model. This decomposition is based on the 

mathematical model in the PDE introduced by Meyer [8] 

which split an image into a geometrical and texture 

components. The basic idea of our method is to use only the 

geometric component for edge detection. This method has 

given us better results compared to the same detector applied 

to the original image. 

This paper is organized as follows: Section II presents edge 

detection techniques, Section III explains the decomposition 

models of an image, Section IV presents Experimental results, 

and finally Section V reports the conclusions. 

2. Edge Detection Techniques 

2.1. Roberts Edge Detection 

The Roberts edge detection is introduced by Lawrence 

Roberts in 1965. This filter is the simplest. It performs a 

simple, quick to compute, 2-D spatial gradient measurement 

on an image. This method emphasizes regions of high spatial 

frequency which often correspond to edges. The input to the 

operator is a gray scale image the same as to the output is the 

most common usage for this technique. Pixel values in every 

point in the output represent the estimated complete magnitude 

of the spatial gradient of the input image at that point. This 

corresponds to the following convolution kernel: 
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2.2. Sobel Edge Detection 

The Sobel edge detection method was introduced by Sobel 

in 1970 [13] 

The Sobel operator performs a 2-D spatial gradient 

measurement on an image and so emphasizes regions of high 

spatial frequency that correspond to edges. Typically it is used 

to find the approximate absolute gradient magnitude at each 

point in an input gray scale image.. In conjecture at least, the 

operator consists of a pair of 3×3 convolution kernels. One 

kernel is simply the other rotated by 90°. This is very alike to 

the Roberts operator. 

 

The main interest of these masks is their ease of 

implementation and speed of processing. Their disadvantage is 

their high sensitivity to noise like the previous one. 

2.3. Prewitt Edge Detection 

The Prewitt edge detection was proposed by Prewitt in 1970. 

The Prewitt kernels are based on the idea of the central 

difference: 
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Or for two-dimensional images: 
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This corresponds to the following convolution kernel: 

 

These kernels are, however, sensitive to noise. we can 

reduce some of the effects of noise by averaging.. This is done 

in the Prewitt kernels by averaging in y when calculating and 

by averaging in x when calculating these produce the 

following kernels: 

 

3. Decomposition Model 

Let u be the true image and f the distorted image. Then the 

model of ROF invented by Rudin, Osher and Fatemito solve is: 
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Where J is the Total Variation regularization: 
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∇ denotes the spatial gradient.α measures the tradeoff 

between the regularization and the best fit to the noisy data. 

This model decompose an image f into a component u and a 

component v= f - u; which is supposed to be the noise. In [9] 

Meyer out some limitations of the ROF model. 
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Where BV is the space of functions of bounded variation [9] 

and G is the space of oscillating functions (in particular 

textures and noise). 

Inspired by these works, many numerical algorithms have 

been developed to carry out the decomposition of gray scale 

images [10], [11] and [12]. 

In this article, we adopt the algorithm proposed by Aujol 

and al. [10] to solve Meyer's model. This latter is numerically 

stable and mathematically convergent. It is constructed by 

minimizing a convex functional which depends on the two 

variables u and v, alternately in each variable. Each 

minimization is based on a projection algorithm to minimize 

the total variation. 

Thus decomposition is given by minimizing a functional F: 
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u ∈ BV containing the structure of the image, a second one, 

v ∈ G the texture. 

Where J(u) is the total variation related to the extraction of 

the geometrical component, 
*
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J is the Legendre-Fenche transform of J [9]. 

The parameter λ controls the L2−norm of the residual f - u - 

v. He smaller λ is, the smaller the L2 norm of the residual f - u 

- v is. The larger µ is, the more v contains information, and 

therefore the more u is averaged. Figure 1 shows the results of 

this algorithm with λ = 0,5 and µ = 140. 

 

Figure 1. (a) original image, (b) geometrical component, (c) texture 

component. 
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4. Experimental Result 

In this section, we present our approach to edge detection, to 

show its effectiveness, we apply three image types, the first 

type has an image that contains only the texture, the second 

type has an image that contains texture and the object, the third 

type presents a noisy textured image. Figures 2 and 3 show 

these images with these components (geometric and texture) 

obtained by the decomposition model. The traditional edges 

detection operators (Sobel operator, Prewitt operator, Robert 

operator) results for each type of image and our method that 

use only the geometrical component to edge detection for the 

same operators are shown in figures 4 and 5. 

 

Figure 2. (a) original image, (b) geometrical component, (c) texture 

component. 

 

Figure 3. (a) original image, (b) geometrical component, (c) texture 

component. 

 

Figure 4. (a) Robert edge detection using original image, (b) Robert edge 

detection using geometrical component. 

 

Figure 5. Results of edge detection methods for textured imageusing original imageand geometrical component. 
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5. Conclusion 

Although point and line detection certainly are important in 

any discussion on segmentation, edge detection is by far the 

most common approach for detecting meaningful 

discontinuities in gray level. 

In this paper, we have presented an edge detection method 

using decomposition of the images. It consists in splitting an 

image into two components where the first contains the texture 

and the second is referred to geometrical characteristic. We use 

only the geometric component for edge detection. This method 

has given us better results compared to the same detector 

applied to the original image. 
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