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Abstract: Temperature is the coldness and hotness of the body and its unit is measured in Celsius. The data used for this 

research work is the average monthly temperature of Dhahran city which is located in the Kingdom of Saudi Arabia. The data 

range is from 1951 to 2010, and sample data of 1951 to 2008 was used for the estimation to choose the best model and the 

sample data from 2009 through 2010 was left for the forecast. Different models were tried but ARIMA (2, 1, 1) (0, 1, 1)12 is 

selected as the best model because of its low sic and aic criteria and also the forecast error, the best model is used for 

forecasting. 

Keywords: ARMA, ARIMA AR, MA, SMA 

 

1. Introduction 

Temperature as it is commonly known is the degree of 

hotness or coldness of a body or region. This means that 

there is a need to monitor the variation in the temperature of 

different regions from time to time. According to [1-2], the 

world is warming 0.6±0.2°C over 100 years. So there is need 

to predict future climate. 

The monthly mean, maximum and minimum temperatures 

of countries with 37% global land mass were analyzed by [3]. 

According to [4], there is change in climatic condition of many 

countries and it is one of the major environmental threats to 

food production and livelihoods. Homogeneity of annual mean 

temperature in given stations was analyzed using Cumulative 

deviation test [5] and first order ACF test [6]. 

Dhahran’s climate is characterized by hot, humid summers, 

and cold long winters. Temperatures can rise to more than 40°C 

(100°F) in the summer, coupled with extreme humidity (85 & 

ndash 100%), given the city’s proximity to the Persian Gulf. The 

highest recorded temperature in Dhahran is 51.1°C (124.0°F). In 

winter, the temperature rarely falls below −2°C (28°F), with the 

lowest ever recorded being −5°C (23°F) in January 1964. The 

Shamal winds usually blow across the city in the early months 

of the summer, bringing dust storms that can reduce visibility to 

a few metres. These winds can last for up to six months. 

Several authors have studied the climate variability in 

different countries, [7] studied the climate of Bahrain during 

the past six decades, principally the temperature and rainfall 

trends. The study [7] demonstrated enormous climate 

variability, represented by alternate hot-dry and cool-wet 

events. The Mean, maximum and minimum surface air 

temperatures recorded at 70 climatic stations in Turkey 

during the period 1929–1999 were evaluated by [8]. Also 

Climate change has the potential to affect all natural systems, 

thereby becoming a threat to human development and 

survival socially, politically, and economically [10]. 

2. Methodology 

Time series models have been very useful in studying the 
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behavior of process over a period of time. It has wider 

applications which include; sales forecasting, weather 

forecasting, inventory studies etc. In decisions that involve 

factor of uncertainty of the future, time series models have 

been found one of the most effective methods of forecasting. 

2.1. Autoregressive Moving Averages (ARMA) 

An ARMA process of order p, q is a stationary process Xt 

that satisfies the relation  

1 1 2 2 1 1 2 2... ...t t t p t p t t q t qX X X Xφ φ φ θ ε θ ε θ ε− − − − − −= + + + + + + +                                           (1)

Where {εt} is a white noise. 

In lag form, equation (1) becomes; 

1 1 2 2 1 1 2 2... ...t t t p t p t t t q t qX X X Xφ φ φ ε θ ε θ ε θ ε− − − − − −− − + + = + + + +

�(�)Xt = 		(�)
� 

Xt = 	(�)
� 	�
�
(�).                        (2) 

Also, 


� = �(�)��	
�
(�)                          (3) 

Also, equation, (2) and (3) can also be written as; 

Xt = �	(�)	
� 

Where  

�	(�) = 	(�)
� 	�
�
(�), 

�	(�) is called the phi-weight. 

Also,  


� = �	(�) Xt 

Where, 

�	(�) = 	(�)
�	�
�
(�), 

�	(�) is called the pi-weight. 

2.2. Autoregressive Integrated Moving Average Process 

(ARIMA) 

A process Xt is said to be an autoregressive integrated 

moving average process of order (p, d, q) if its d
th

 difference 

is an ARMA (p, q) process. An ARIMA (p, d, q) model can 

be defined by: 

�(�)∇��� = 			(�)
� 

Where p, d, q are non-negative integers. 

Note: When d =0, the ARIMA (p, d, q) becomes 

ARMA(p, q). 

2.3. Diagnostic Checking 

The Box-Jenkins [9] methodology required examining the 

residuals of the actual values minus those estimated through 

the model. The model is assumed to be appropriate if its 

residuals are random, but if the residuals are not random, 

another model will be entertained, then its parameters will be 

estimated, in order to check for randomness. Several tests (e.g., 

the Box-Pierce, Box Ljung test, Shapiro test e.t.c) have been 

suggested to help users determine if overall the residuals are 

indeed random. Although it is a standard statistical procedure 

not to use models whose residuals are not random, it might be 

interesting to test the consequences of lack of residual 

randomness on post-sample forecasting accuracy. 

3. Result and Discussion 

The data used in this paper is the average monthly 

temperature of the Dhahran city which is located in the 

Kingdom of Saudi Arabia. The data collected range from 

1951 to 2010, the sample data of 1951 to 2008 was used for 

the estimation to choose the best model and the sample data 

2009 through 2010 was left for the forecast.  

 

Figure 1. Graph of the Entire Data of Dhahran Temperature. 

 

Figure 2. Reduced Data-set for the Period of 1951-1960. 
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The data-sets in figure 1 will be reduced for the period of 

1951 to 1960, in order to reveal its monthly seasonal pattern 

in better details. There is no need to model trend here since 

there is no trace of it. 

The reduced data-set shows that the graph is seasonal and 

some cyclical variation could be noticed. Now, the 

seasonality using dummy variables will be modeled. 

Table 1. Model for the Seasonality with Dummy Variables. 

Variable Coefficient Std. Error t-Statistic Prob. 

D1 15.60678 0.179038 87.17034 0.0000 

D2 17.14576 0.179038 95.76620 0.0000 

D3 20.92203 0.179038 116.8582 0.0000 

D4 25.93220 0.179038 144.8421 0.0000 

D5 31.24828 0.180575 173.0492 0.0000 

D6 34.51864 0.179038 192.8010 0.0000 

D7 35.85085 0.179038 200.2419 0.0000 

D8 35.31186 0.179038 197.2314 0.0000 

D9 32.58814 0.179038 182.0183 0.0000 

D10 28.45593 0.179038 158.9382 0.0000 

D11 22.71186 0.179038 126.8552 0.0000 

D12 17.46780 0.179038 97.56490 0.0000 

R-squared 0.965633 Mean dependent var 26.47327 

Adjusted R-squared 0.965089 S. D. dependent var 7.360239 

S. E. of regression 1.375215 Akaike info criterion 3.491924 

Sum squared resid 1314.395 Schwarz criterion 3.569339 

Log likelihood -1222.395 Hannan-Quinn criter. 3.521836 

Durbin-Watson stat 1.085933   

Dependent Variable: TEMPERATURE 

Method: Least Squares 

Sample: 1951M01 2009M12 

Included observations: 707 

Table 1 shows the estimation results. The 12 seasonal 

dummies account for more than 96 percent of the variation in 

Dhahran monthly temperature, as R
2 

=.965633. At least few 

of the remaining variation are cyclical, which will be 

designed to capture in the final model. Also the low Durbin-

Watson stat shows the evidence of serial correlation which 

needs to be removed. 

The residual of the model in Figure 3 shows that the 

data are random along the mean zero. There are still some 

non-random pattern in the residual of the model between 

the period of 1970 - 1977 which shows that the model still 

need little adjustment, also there is need to check the 

corellogram of the output of the model whether it is white 

noise or not. 

 

Figure 3. Residual of the Seasonality Model. 

Table 2. The Corellogram of the Model. 

S/N Autocorrelation Partial Autocorrelation Q-Stat Prob 

1 0.451 0.451 141.96 0 

2 0.361 0.198 233.26 0 

3 0.298 0.102 295.49 0 

4 0.279 0.097 350.24 0 

5 0.259 0.073 397.5 0 

6 0.265 0.088 447.03 0 

7 0.259 0.07 494.39 0 

8 0.257 0.065 541.18 0 

9 0.301 0.123 605.29 0 

10 0.288 0.066 664.08 0 

11 0.246 0.006 706.99 0 

12 0.277 0.082 761.31 0 

13 0.261 0.04 809.9 0 

14 0.227 -0.003 846.73 0 

15 0.203 -0.009 876.24 0 

16 0.199 0.006 904.45 0 
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S/N Autocorrelation Partial Autocorrelation Q-Stat Prob 

17 0.164 -0.032 923.76 0 

18 0.166 -0.009 943.45 0 

19 0.179 0.017 966.49 0 

20 0.132 -0.05 979.01 0 

21 0.137 -0.012 992.49 0 

22 0.172 0.041 1013.7 0 

23 0.194 0.057 1040.9 0 

24 0.208 0.058 1072.3 0 

25 0.258 0.109 1120.3 0 

26 0.218 0.021 1154.7 0 

27 0.249 0.09 1199.6 0 

28 0.3 0.136 1264.9 0 

29 0.231 -0.003 1303.7 0 

30 0.216 0.023 1337.8 0 

31 0.226 0.038 1375.2 0 

32 0.143 -0.1 1390.3 0 

33 0.128 -0.059 1402.3 0 

34 0.197 0.048 1430.8 0 

35 0.206 0.005 1462 0 

36 0.168 -0.061 1482.8 0 

It is obvious from table 3 showing the correlogram of the output that this is not a white noise therefore it is not advisable to 

forecast with this model since its forecast will be predictable. There is need to check if the model is stationary using the dickey 

fuller statistics.  

3.1. Stationarity Testing 

Table 3. Testing for Stationarity. 

Null Hypothesis: TEMP has a unit root  

Exogenous: Constant   

Lag Length: 11 (Automatic - based on SIC, maxlag=19) 

   t-Statistic Prob.* 

Augmented Dickey-Fuller test statistic -2.643970 0.0847 

Test critical values: 1% level  -3.439517  

 5% level  -2.865476  

 10% level  -2.568923  

*MacKinnon (1996) one-sided p-values.  

Augmented Dickey-Fuller Test Equation  

Dependent Variable: D(TEMP)   

Method: Least Squares   

Sample (adjusted): 1952M01 2009M12  

Included observations: 696 after adjustments  

Variable Coefficient Std. Error t-Statistic Prob. 

TEMP(-1) -0.155149 0.058680 -2.643970 0.0084 

D(TEMP(-1)) -0.419506 0.064393 -6.514760 0.0000 

D(TEMP(-2)) -0.376226 0.061403 -6.127201 0.0000 

D(TEMP(-3)) -0.454223 0.056430 -8.049315 0.0000 

D(TEMP(-4)) -0.488096 0.050892 -9.590896 0.0000 

D(TEMP(-5)) -0.516201 0.046732 -11.04602 0.0000 

D(TEMP(-6)) -0.516197 0.043415 -11.88969 0.0000 

D(TEMP(-7)) -0.551983 0.039998 -13.80038 0.0000 

D(TEMP(-8)) -0.614759 0.037812 -16.25824 0.0000 

D(TEMP(-9)) -0.562388 0.037685 -14.92339 0.0000 

D(TEMP(-10)) -0.485414 0.038239 -12.69410 0.0000 

D(TEMP(-11)) -0.322482 0.036435 -8.850916 0.0000 

C 4.113473 1.553740 2.647465 0.0083 

R-squared 0.899430 Mean dependent var 0.000144 

Adjusted R-squared 0.897663 S. D. dependent var 4.036563 

S. E. of regression 1.291304 Akaike info criterion 3.367683 

Sum squared resid 1138.879 Schwarz criterion 3.452582 

Log likelihood -1158.954 Hannan-Quinn criter. 3.400511 

F-statistic 509.0231 Durbin-Watson stat 2.040993 

Prob(F-statistic) 0.000000    

Dickey fuller (Table 3) shows that the data is not stationary since it is not significant, hence there is need to check the 

correlogram of the series. 
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Table 4. The Output of ARMA Models. 

 
Seasonal Model only 

Seasonal Model with 

ARMA (1, 2) 

Seasonal Model 

with ARMA(1, 1) 

Seasonal Model 

with ARMA (0, 2) 
ARMA (0, 2) and SAR (12) 

R-Square 0.9659 0.9752 0.9741 0.9935 0.9544 

Adjusted R-Square 0.9653 0.9747 0.9741 0.988 0.9543 

Durbin Watson 1.1022 1.9709 1.79871 1.8910 1.9912 

Aic 3.4824 3.1697 3.1909 2.7685 3.7442 

Sic 3.5608 3.269 3.2836 3.4286 3.7519 

After series of models were tried, we arrived at ARIMA (2, 1, 1) (0, 1, 1)12 as the best model because of its low Sic and Aic 

criteria and forecast error. The output is given below: 

Dependent Variable: DLSTEMP   

Method: Least Squares   

Sample (adjusted): 1952M03 2008M12  

Included observations: 682 after adjustments  

Convergence achieved after 10 iterations  

Variable Coefficient Std. Error t-Statistic Prob. 

AR(1) 0.226564 0.041769 5.424168 0.0000 

MA(1) -0.931651 0.015684 -59.40130 0.0000 

SMA(12) -0.952084 0.009168 -103.8529 0.0000 

R-squared 0.645415 Mean dependent var -0.004106 

Adjusted R-squared 0.644371 S. D. dependent var 1.968256 

S. E. of regression 1.173763 Akaike info criterion 3.162695 

Sum squared resid 935.4711 Schwarz criterion 3.182600 

Log likelihood -1075.479 Hannan-Quinn criter. 3.170399 

Durbin-Watson stat 2.020834    

Inverted AR Roots .23   

Inverted MA Roots 1.00 .93 .86+.50i .86-.50i 

 .50+.86i .50-.86i .00+1.00i -.00-1.00i 

 -.50+.86i -.50-.86i -.86+.50i -.86-.50i 

 -1.00   

The equation of the model is given as follows 

12 1 1 2 1 2 1 13 2 3 1 2 14 15 1 12 13(1 ) ( ) (1 ) ( )t t t t t t t t t t t ty y y y y y y yϕ ϕ ϕ ϕ ϕ ϕ ϕ ε θε ηε θηε− − − − − − − − − −= + + + − − + − + + + + + + +
.

3.2. Interpretation of the Output of the Preferred Model 

The dependent variable was DLSTEMP (after taking the 

first trend difference and first seasonal difference) while the 

independent variables were AR(1), MA(1) and SMA(12). All 

the independent variables were significant because there 

probabilities were nearly equal to zeros. The R square value 

was only about 64.4 percent of the variance of the dependent 

variable (DLSTEMP) by the variables included in the model 

(AR(1), MA(1) and SMA(12)). The R-Square measures the 

in-sample success of the regression equation in forecasting 

DLSTEMP. Durbin Watson value is about 2.020834 which 

indicate that there is no serial correlation in the series. The 

values of SIC and AIC are the lowest compare to other model 

tried. Now let check its residual and corellogram before using 

it for forecast. 

Residual for ARIMA (2, 01) (0, 1, 1)12 model is given 

below: 

Residual for ARIMA (2, 01) (0, 1, 1)12 model is presented 

in figure 4, the model shows that the data are random along 

the mean zero, which is good for our model. There is no 

serial correlation in the model but the presence of white noise 

in the model need to be checked before using it for the 

forecast. 

 

Figure 4. The Residual of The Model. 
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Figure 5. The Unit Circle. 

The condition of the invertibility of the MA (1) and SMA 

(12) process also hold. The inverses of all of the roots must 

be inside the unit circle.  

 

Figure 6. The Forecast Graph of the Selected Model ARIMA(2,1,1)(0,1,1) 12. 

The forecast graph is very good since all the data and their 

estimate values lies in the 95% confidence band and also the 

actual values and their estimates are not too far from each 

other.  

4. Conclusion 

After series of models were tried, we arrived at ARIMA 

(2,1,1) (0,1,1)12 as the best model because of its low Sic and 

Aic criteria and forecast error. It has been observed that if 

you fit a seasonal model, the estimate of our forecast is 

predictable because of its low Durbin Watson. Dhahran 

average monthly temperature is better fitted with seasonal 

ARIMA (2,1,1) (0,1,1)12 in many ways, from its advantages 

mentioned above, it also has no serial correlation and its 

forecast is good as well not predictable beforehand. 
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