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Abstract: This article investigates the power of individual risk preference in combination with socio-economic and 

demographic characteristics to predict ten agricultural field behaviours in a developing country. A sample of 163 farmers from 

western-central Bhutan was interviewed regarding their farm management practices. Their risk preference was then 

experimentally elicited using a modified Multiple Price List. The results show farm size as being a primary determinant of 

income diversification, nitrogenous fertiliser application, and pesticide use. Farm diversification is most dependent on the 

household head’s level of education and the quantity of farm labour available. Finally, both income diversification and farm 

diversification are shown to have an inverse relationship with loss risk aversion. On the basis of the findings of this article, 

agricultural policy and programmes can increase their efficacy and efficiency by targeting agrarian Bhutanese households based 

on their characteristics. 

Keywords: Farm Diversification, Farmers’ Risk Preferences, Income Diversification, Nitrogenous Fertiliser Use,  

Pesticide Use 

 

1. Introduction 

Businesses in all sectors of the economy are presented with 

production risk. With risk emerging from a multitude of 

sources, agriculture is no exception [1]. Many decisions that 

farmers face can act to either mitigate or increase their 

households’ exposure to risk, and it has been posited that risk 

preference is a primary determinant of these risk-dependent 

field behaviours [2]. Prior literature has refined techniques of 

experimentally eliciting risk preference with the aim of being 

able to predict real-world decisions across a variety of 

domains [e. g. 3, 4, 5]. This article employs a state-of-the-art 

elicitation technique in combination with socio-economic and 

demographic characteristics to predict a variety of 

risk-dependent field behaviours in the developing Himalayan 

country of Bhutan. 

Situated between India and China, Bhutan is a largely 

agrarian country. In total, 62.7% of the employed rural 

population is engaged in subsistence farming [6] and 14.9% of 

the country’s Gross Domestic Product (GDP) is derived from 

crops and livestock [7]. Understanding the determinants of 

field behaviours in a developing country where there is a 

heavy reliance on agriculture is crucial for forecasting the 

impact of climatic and economic shifts. Furthermore, it is 

beneficial for designing effective policy interventions which 

can act to stabilise food prices and incomes while mitigating 

any undesirable effects of such changes [8]. This is the first 

study with the aim of predicting farmers’ field behaviours 

within Bhutan, and it adds to a growing body of literature 

globally. 

The use of experimentally elicited measures of risk 

preference to predict agricultural field behaviours has had 

mixed results throughout the recent literature. These findings 

include risk aversion: 1) delaying the adoption of modern seed 

varieties [9], 2) having either a positive or an ambiguous effect 

on fertiliser application [10, 11], 3) increasing pesticide use [9, 

12, 13], 4) either increasing or having no significant effect on 

crop diversification [13, 14], and 5) decreasing farm 

production risk [15]. Based on the results of such prior 

literature, further investigation and result verification in new 

regions are essential. 
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This paper is designed to contribute to the empirical 

literature by increasing the understanding of the drivers of 

risk-dependent agricultural field behaviours in developing 

countries. To this end, this paper’s objectives are: 1) to 

measure individual risk preferences for both gains and losses, 

2) to make quantitative measurements of a set of ten field 

behaviours which prior literature has shown to be potentially 

risk-dependent, and 3) to determine which factors are 

significant in determining the set of risk-dependent field 

behaviours through the use of a multivariate regression 

analysis. While the bulk of prior literature focuses on the 

effect of risk preference on one field behaviour [Hellerstein, 

Higgins [14] being a notable exception], this article seeks to 

broadly investigate its effect across a variety of domains in a 

single location. In the context of changing environmental and 

economic conditions, quantifying the determinants of farm 

behaviours has important implications for policy makers, 

extension agents, and non-profit organisations operating in the 

region. These include improved forecasting ability and 

increased intervention efficiency through targeted initiatives. 

This article is organised as follows. The Methodology 

section details the study site, sample, interview procedure, and 

risk preference elicitation and reporting. Additionally, the ten 

field behaviour metrics which were utilised are 

comprehensively covered under the Methodology. The 

Results section is broken into two subsections. The first, 

Descriptive analysis of the variables, explores both the 

independent and dependent variables used for the multivariate 

regression analysis. The second, Tobit model results and 

discussion, gives the regression estimations and briefly 

discusses the relevant findings. This is followed by a 

Discussion section which explores the most important results 

further and considers the potential limitations of this study 

while presenting prospective future research in the field. 

Finally, a Conclusions section summarises the findings of this 

article and presents policy implications for Bhutan. 

2. Methodology 

The methodology that this article employed is thoroughly 

described in the following sections. An emphasis is placed on 

how risk preference was elicited and the definitions of the 

risk-dependent agricultural field behaviours. 

2.1. Study Site 

Bhutan is a small mountainous country in southeast Asia 

with a majority rural, agrarian population [6]. Recognising the 

central role of both sustainable and profitable farming to 

improving rural livelihoods, the Royal Government of Bhutan 

(RGOB) has an ambitious vision for the future of Bhutan’s 

agriculture. While earlier in the century the RGOB had aimed 

at transitioning the country’s agriculture to be completely 

organic by 2020, achieving this goal now appears increasingly 

unlikely [16, 17]. The lack of a substantial body of research in 

the country is largely to blame for missing this target, and this 

article seeks to begin to fill that gap. Further, as a result of 

climate change, Bhutan is ‘projected to experience 

unprecedented heat during more than half of the summer 

months’ [18] by the end of this century; this will place 

significant stress on farming. The climate-induced risks to 

Bhutan’s agricultural sector and consequently to its food 

security are not trivial in a country where 8.1% of rural 

households already experience food insufficiency and nearly 

half of the nation’s food demand is met by imports [6, 19]. 

These factors, et al., highlight the critical role of continued 

research to further isolate what most influences farmers’ 

decision-making and will assist in the creation of policy 

interventions that can act to stabilise yields and rural incomes. 

Ideally, this will be achieved while shifting towards RGOB’s 

vision for sustainability and self-sufficiency in the country’s 

agricultural sector. 

2.2. Sample 

Considering prior risk preference research in combination 

with the budgetary and time resources available, a sample of 

163 households was identified. The sample was drawn from 

two of Bhutan’s twenty dzongkhags (districts). The 

dzongkhags selected, Punakha and Wangdue Phodrang 

(collectively known as the Punakha-Wangdue valley), were 

chosen because of both their relative accessibility and the 

prevalence of rice production. Combined, these two 

dzongkhags are responsible for 26.9% of Bhutan’s rice 

production by weight and are home to 24.2% of the country’s 

rice cultivation area [7]. The ubiquity of rice cultivation 

throughout the region enabled the use of three of the field 

behaviour metrics which would have been considerably more 

challenging to calculate if a single, dominant crop was not 

present in the study area. 

Punakha and Wangdue Phodrang are composed of eleven 

and fifteen gewogs (blocks) respectively. Seven gewogs were 

randomly selected at random from each dzongkhag for 

sampling. Finally, a probability proportional to size sample 

was determined for each gewog using agricultural census data 

provided by the dzongkhag administrations. In total, 163 

households dispersed throughout 41 villages were 

interviewed. 

2.3. Interview Procedure 

The interviews were conducted throughout April and May 

of 2018. Each interview was carried out in-person and 

individually at the respondent’s home. This enabled much of 

the information provided by the respondent to be 

observationally authenticated. The interviews began by 

verifying that the respondent is either the primary agricultural 

decision maker for the household or that they are an equal 

member in a joint decision-making process (hereafter referred 

to as the Head of Household or HoH). This step ensured that 

the experimentally elicited risk preference would correspond 

to the household’s field behaviours. 

The interview process employed a closed-ended 

questionnaire which was orally administered. The 

questionnaire detailed demographic and socio-economic 

information, agricultural field behaviours, and experimentally 
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elicited risk preferences. The information gathered included 

all cereal, fruit, and vegetable production as well as seed 

choice on a per crop basis. Fertiliser and pesticide application 

rates for rice were also obtained. Farmers in the 

Punakha-Wangdue valley generally use local names for 

nationally-available fertilisers and pesticides. Therefore, a 

pictorial pamphlet was used during the interview to allow the 

respondent to visually identify each product that they applied. 

Participants were also asked to show their chemical storage 

room to the interview team as an additional confirmation. 

Additionally, the household agricultural income was 

exhaustively detailed on a per product basis and all 

non-agricultural income sources were also recorded. Various 

other relevant demographic, socio-economic, and agricultural 

data were obtained which aided in the development of both the 

field behaviour metrics and the independent variable list for 

the regression analysis. 

2.4. Risk Preference Elicitation and Reporting 

This study orally elicited individual risk preferences using 

an incentivised Lottery Choice Task (LCT). The LCT was 

partially derived from Tanaka, Camerer [20] and popularised 

in the agricultural sector by articles such as Liu [21] and Liu 

and Huang [9]. The traditional procedure presents participants 

with decisions between dichotomous lottery pairs in the 

format of a LCT. After pretesting a LCT format which 

generally resembled the models employed by Tanaka, 

Camerer [20] and Holt and Laury [22], changes were deemed 

necessary as comprehension was low during oral 

administration. The LCT this study developed was 

constructed of decisions which are stacked in rows with two 

columns labelled ‘Option A’ and ‘Option B’. For each row, 

participants are asked to choose which gamble they prefer 

from the two options. ‘Option A’ contained a fixed, certain 

pay-off or loss of Ngultrum 1  (Nu.) 100 while ‘Option B’ 

contained a binary prospect. ‘Option B’ was presented to 

participants as a coin flip gamble which was found to be a 

familiar reference for the sample population. The ‘Heads’ 

prospect remained static at Nu. 0 throughout each sequence 

while the ‘Tails’ outcome varied. Containing two fixed and 

one moving value, this design allowed for maximal 

understanding while preserving the ability of a robust risk 

preference elicitation to occur. The gain and loss LCT 

developed and used by this study is described in Table 1. 

Table 1. Lottery sequences. 

Set no 

Gain sequence Loss sequence 

Option A Option B Option A Option B 

Certain Heads Tails Certain Heads Tails 

1 100 0 120 -100 0 -120 

2 100 0 180 -100 0 -180 

3 100 0 230 -100 0 -230 

4 100 0 500 -100 0 -500 

5 100 0 1000 -100 0 -1000 

All values presented are in the local Ngultrum currency. 

                                                             
1 Ngultrum is the currency of Bhutan and is fixed to the Indian rupee. At the time of 

writing $1.00 = Nu. 71.16. 

The LCT was divided into two sequences: a gain sequence 

and a loss sequence. The inclusion of a negative, but otherwise 

identical, independent loss sequence is advantageous because 

of the asymmetries in risk preference which are present 

between potential gains and losses [23]. The gain sequence 

was incentivised to ensure participants were sufficiently 

motivated to reveal their true preferences. Prior to beginning 

the LCT, participants were instructed that a real payoff will be 

given and that it will be determined by their decision in a 

randomly selected set at the interview’s conclusion. Unlike the 

gain sequence, the loss sequence is non-incentivised to ensure 

that participants are not at risk of losing money during the 

experiment. 

There are various metrics which can be used to report 

individual risk preference for analysis. Prior literature 

frequently employs the Coefficient of Relative Risk Aversion 

(CRRA) to describe risk preference [e. g. 3, 4, 9]. For the 

analysis, a similar measure to Hellerstein, Higgins [14]’s use 

of the ‘number of risky decisions’ a participant made in a 

sequence was used en lieu of CRRA. The use of the number of 

risky decisions metric, as opposed to CRRA, has the potential 

to be more reliable as it does not make assumptions about the 

functional form or utility process associated with risk. 

However, the number of risky decisions metric may not 

linearly correspond to the risk of the LCT. 

To quantify risk preference, this study measured the number 

of times a respondent chose the safer option in the gain and 

loss sequences. The variables are referred to as the Gain safe 

decisions (decs.) and the Loss safe decisions (decs.) 

respectively. These intuitive metrics increases with risk 

aversion. For example, a respondent who maximises expected 

utility in the gain sequence would switch from Option A to 

Option B in-between set two and three. She would thus be said 

to have two Gain safe decisions. 

Some prior studies which relied on LCTs have had to devise 

methods to contend with participants who violate 

Von-Neumann and Morgenstern [24]’s axiom of transitivity 

by switching between columns in the same sequence more 

than once. An analysis of risk elicitation studies demonstrated 

that the available methods of handling observations where 

inconsistent choices were present introduced systematic bias 

to the sample’s risk preference mean and variance [25]. The 

team concluded that if a large proportion of a sample violates 

transitivity, the study’s risk elicitation procedure must be 

‘critically reconsidered’ as all available methods risk biasing 

the data [25]. 

Only one participant in this study made multiple switches 

and their results were dropped from the analysis. A single 

dropped observation in a sample of 163 households poses no 

risk of introducing bias into the model. In addition, the 

absence of widespread transitivity violations in this study’s 

results is indicative of the effectiveness of the method used to 

elicit individual risk preference without introducing 

unnecessary complexities. More involved procedures may 

detract from participants’ ability or willingness to accurately 

reveal their risk preferences. 
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2.5. Field Behaviours 

A total of ten risk-dependent agricultural field behaviours 

were selected. These can be divided into three subsets: Farm 

diversification metrics, Financial metrics, and Farm 

management metrics. The dependent variables are discussed 

thoroughly in the subsequent sections and are summarised in 

Table 2. 

Table 2. Dependent variables. 

Variable Code Conceptual range 

Farm diversification metrics 

Proportion of products raised PPR 0-1 

Berry index-land BI-L 0-1 

Shannon-Wiener entropy measure-land SWEM-L 0-∞ 

Financial metrics 

Farm diversification metrics  
 

Financial metrics  
 

Berry index-income BI-I 0-1 

Shannon-Wiener entropy measure-income SWEM-I 0-∞ 

Debt-income ratioa DIR 0-∞ 

Farm management metrics 

Modern rice adoption proportionb MRAP 0-1 

Standardised nitrogen application indexb SNAI 0-1 

Standardised pesticide application indexb SPAI 0-1 

Trial TRL 0, 1 

aOnly households that reported income during 2017. bOnly households that 
reported growing rice during 2017. 

2.5.1. Farm Diversification Metrics 

The first subset of variables is farm diversification metrics. 

The diversification of agricultural outputs is one of the most 

direct methods of reducing risk exposure in a farming 

operation. [26, 27]. Agricultural diversification is broadly 

associated with farmers growing an increasing number of crop 

species and rearing new breeds of livestock [28]. Producing a 

wide variety of crops and livestock, especially when the 

success of one is not correlated with that of another, diffuses 

risk across a farming operation [29]. This reduces the 

likelihood of a complete crop failure occurring as this type of 

event would be more likely to affect a mono-crop operation. 

Such farms introduce the risk of a single disease destroying an 

entire harvest, especially when only one genetic variety is 

present [30, 31]. In addition, farm diversification has benefits 

which include poverty alleviation [32, 33], increased 

profitability [34], improved food security [35], and decreased 

yield variability [36]. 

Through detailing every cereal, vegetable, fruit, and 

livestock variety that was present at each household, highly 

representative metrics were able to be produced. Three such 

measures of farm diversification were generated. Each 

uniquely measures richness or a combination of both richness 

and relative abundance. All metrics are calculated so that the 

value of the metric increases with the level of diversification. 

Following with Asravor [13]’s findings, it is hypothesised that 

as farm diversification decreases the risk exposure of the 

operation increases, and the farmer’s risk aversion 

correspondingly increases. 

When calculating the farm diversification metrics, all 

outputs are assumed to have equal production risk. Attempting 

to precisely quantify production risk for each possible crop 

and livestock combination would require an analysis of the 

variance of net yields for all farm output scenarios. This is far 

beyond the scope of this study, but such an analysis of 

Bhutanese agricultural production would be a valuable 

addition to the literature. 
The first farm diversification metric is the Proportion of 

products raised (PPR). This variable is similar to McNamara 
and Weiss [37]’s ‘Modified concentration ratio’ and 
Hellerstein, Higgins [14]’s ‘Number of products not raised’. 
PPR measures richness but does not reflect relative 

abundance. The PPR of the ith
 household is defined as 

Q
i

Q
max

 where Q
max

 is the maximum number of crop and 

livestock varieties present at any household surveyed and Q
i
 

is the number of varieties present at the ith
 household. PPR is 

the only farm diversification metric to include livestock but it 
is also the crudest metric utilised since it does not account for 
the quantity of land devoted to each activity. 

The second farm diversification metric is a Berry index (BI) 
[38]. The BI is commonly used to measure land use 
diversification [e. g. 37, 39]. It is also known as the 
Herfindahl–Hirschman index (economics) and the Simpson 
index (ecology). The BI is a measure of both richness and 

relative abundance. It is defined for a household as 1− p
i

2∑  

where p
i
 is the proportion of cultivated area devoted to 

growing the ith
 crop. The BI is limited by its lack of ability to 

account for owned livestock but it is well suited to measuring 
diversification in regards to a household’s land use. 

The final measure of farm diversification is a 
Shannon-Wiener entropy measure (SWEM) [40, 41]. The 

SWEM for a household is defined as 1− p
i

2∑  where p
i
 is the 

proportion of cultivated area devoted to growing the ith
 crop. 

Similar to the BI, the SWEM is a quantification of richness 
and relative abundance, but it is more sensitive to small 
changes in farm composition since it relies on a logarithmic 
measure [42]. Since both BI and SWEM are also used to 
measure income diversification, they are given a ‘-L’ suffix 
when referring to land diversification. 

2.5.2. Financial Metrics 

The second subset of variables to be predicted are three 
financial metrics. The first two financial metrics are measures 
of income diversification. Through the same mechanisms that 
cause stock-portfolio diversification to negatively affect 
realised risk [43, 44], households may be able to reduce their 
income variance and risk exposure through the diversification 
of income streams [45]. Employing two of the same methods 
which were used to determine land diversification, a BI and a 
SWEM are used to measure income diversification for each 
household. These metrics are calculated using the 

aforementioned equations with the distinction that p
i
 denotes 

the proportion of the household’s total annual income that was 

derived from the ith
 source during 2017. Both indices are 
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given a ‘-I’ suffix to denote referring to income 
diversification. Similar to the farm diversification metrics, the 
model assumes that there is equal risk associated with all 
income streams. Despite it being likely that income derived 
from on-farm activities carries greater risk than that from 
off-farm sources, precisely accounting for differences in risk 
through an income variance analysis for all possible income 
stream combinations is beyond the scope of this study. 

These two financial metrics were chosen in part because 

there is no evidence to suggest a significant correlation 

between farm diversification and income diversification in a 

region with a prevalence of subsistence agriculture. For 

example, a farmer might grow a wide array of crops to diffuse 

risk, but the quantity of crops harvested does not exceed the 

household’s food demand as a result of not specialising for 

commercialisation. In this instance, her level of farm 

diversification would be relatively high and her level of 

income diversification would be relatively low. Similar to 

farm diversification, income diversification is only capable of 

reducing risk if returns are not correlated. It is important for 

these two types of diversification to be independently 

measured and the determinants of both to be tested to establish 

which method (s) risk-averse households use to reduce risk 

exposure. 
The final financial metric is a Debt-income ratio (DIR). A 

household’s DIR is defined as Dbt
Inc

 where Dbt  is the total 

amount of outstanding debt at the end of 2017 and Inc  is the 
total income of the household in the same year. It is 
hypothesised that there is an inverse relationship between DIR 
and risk aversion. The link between risk aversion and lower 
debt levels has been established in other fields [46, 47] and it 
is plausible that this would extend to the agricultural context 
although it has not been documented. 

2.5.3. Farm Management Metrics 

The final subset of variables to be predicted are farm 

management metrics. Hellerstein, Higgins [14] described the 

potential for individual risk preference to be able to predict 

agricultural practices in the context of developing countries 

since risk mitigating measures and inputs are minimal when 

compared to what is available in most developed regions. The 

limited options for farmers make it possible to construct 

robust metrics that thoroughly describe the risk-reducing 

behaviour. Four such metrics were developed and are defined 

below. 

Rice is the primary crop grown in the Punakha-Wangdue 

valley. Extension agents and Renewable Natural Resources 

Research Centres have made a concerted effort to promote the 

adoption of modern rice varieties since the first such strain 

was introduced to Bhutan in 1988 [48]. There is a paucity of 

substantial, systematic reporting on rates of adoption, but the 

best available data suggest that 59.9% of households 

country-wide have begun cultivating modern varieties on at 

least some of their land [48]. Since farmers are unsure of 

modern variety yields, it is posited that more risk-averse 

farmers will allocate less area to modern crop strains than risk 

seeking farmers [49, 50]. Liu [21] demonstrated this inverse 

relationship between risk aversion and the adoption of modern 

Bt-cotton among farmers in China. 
The dependent variable Modern rice adoption proportion 

(MRAP) was generated using the rice variety information 

collected. MRAP is defined as 
A

mdnr

A
totr

where A
mdnr

 is the 

area cultivated with modern rice varieties and A
totr

 is the 

total area which the household devoted to rice cultivation in 
2017. As MRAP increases, modern rice varieties are present 
on a larger proportion of the household’s land. This adoption 
is hypothesised to be influenced by a decrease in risk aversion. 

A primary constraint to rice production in Bhutan is low soil 

fertility [48]. Prior research has indicated that a negative 

relationship exists between risk aversion and fertiliser 

application although this effect diminishes with increasing 

wealth [11, 51]. Conversely, Le Cotty, Maître d’Hôtel [10] 

found no link between risk preference and fertiliser 

application. The lack of a consensus pertaining to this 

relationship makes it a relevant field of inquiry. 
The only nitrogenous fertilisers which were applied in the 

study area during 2017 were Suphala-15 (15-15-15) and Urea 
(46-0-0). Dependent variable Standardised nitrogen 
application index (SNAI) is derived from the application of 

these products. The SNAI for the ith  household is defined as 

δ
i
− δ

min

δ
max

− δ
min

 where δ
i
 is the nitrogen application intensity of 

the ith  household and δ
min

 and δ
max

 are the minimum and 

maximum nitrogen application rates of all households 

surveyed respectively. The intensity of application for the ith  

household is defined as δ
i
= Q

N

A
 where Q

N
 is the weight of 

nitrogen applied during the 2017 season over the rice 

cultivation area A. For consistency and ease of comparison, 

SNAI is limited to nitrogen application over plots where rice 
cultivation occurred in 2017. The SNAI is calculated as a 
household score that is between one and zero. A higher SNAI 
denotes more fertiliser application which is hypothesised to be 
the result of decreasing risk aversion. 

In addition to low soil fertility, insects and weeds are also 

major constraints to Bhutan’s rice production [48, 52]. The 

application of pesticides may act to mitigate the production 

risk associated with the threat of such pests. Prior literature 

has established a positive relationship between risk aversion 

and pesticide application although the size of the effect may be 

marginal [9, 13]. 
The pesticides which were found to be present in the study 

area were herbicide Butachlor C
17

H
26

ClNO
2( ) , herbicide 

Ethoxysulfuron C
15

H
18

N
4
O

7
S( ) , and insecticide 

Cypermethrin C
22

H
19

Cl
2
NO

3( ) . The application of these 

products serves as the basis for the dependent variable 
Standardised pesticide application index (SPAI). A 
household’s SPAI is defined as the arithmetic mean of the 

standardised application indices for all three pesticides ζ . 
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Standardised application index ζ  is calculated individually 

for each pesticide found in the study area. ζ  is defined as

δ
i
−δ

min

δ
max

− δ
min

 where δ
i
 is the pesticide application intensity of 

the ith
 household and δ

min
 and δ

max
 are the minimum and 

maximum pesticide application rates of all households 

surveyed respectively. The pesticide application intensity δ  

is defined as the quantity of pesticide over the application 
area. The calculation of SPAI yields a household score 
between zero and one where a larger value is indicative of a 
greater pesticide application intensity which is hypothesised 
to be the result of risk aversion. 

The final dependent variable is based on the premise that 

farmers’ participation in on-farm trials is a function of the 

perceived riskiness of the crop to be tested [53]. It is 

hypothesised that individual risk preference would be 

predictive of a household’s participation in on-farm trials 

because new crops have uncertainty and a greater perceived 

risk than known varieties do. During the data collection 

process, respondents were asked to detail their household’s 

participation in on-farm seed trials between 2015 and 2017. 

The final dependent variable is dummy Trial (TRL). A score 

of one denotes that the household participated in at least one 

on-farm trial during the three-year period and zero indicates 

no trial participation in that time. 

2.6. Empirical Model 

The primary analysis employed a multivariate regression 

model to establish the determinants of a priori field 

behaviours. It was hypothesised that these decisions are a 

function of an array of variables: 

Field Behaviour = f

Age, Sex, Education, Income, Farm size,

Power-tiller, Labour, Labour deficit, 

Extension, Gain safe decs., Loss safe decs.

















                                                           (1) 

The selected independent variables are defined in Table 3. In addition to the independent variables listed, a village dummy was 

included to control for local factors such as elevation, soil type, temperature, and precipitation. 

Table 3. Independent variables defined. 

Variable Description (Units) 

Age Age of the head of household (Years) 

Sex Gender of the head of household (1: Female) 

Education Formal education of the head of household (Years) 

Income Total household income for 2017. (1, 000 Ngultrum) 

Farm size Size of farm (Acres) 

Power-tiller Household uses a power-tiller (1: Use a power-tiller) 

Labour Number of full time, adult labourers present (Number of persons) 

Labour deficit Number of full time, adult labourers needed for optimal performance minus number present (Number of persons) 

Extension Average number of agriculture and livestock extension agent visits per year 

Gain safe decs. Number of safe decisions in the gain sequence 

Loss safe decs. Number of safe decisions in the loss sequence 

 
A multivariate Tobit regression model [54] was used to 

predict a priori field behaviours with the exception of dummy 

variable TRL which necessitated the use of a Probit model. 

The Tobit model was adopted because of the presence of 

observations clustered at the upper or lower limits for some of 

the dependent variables. This clustering is described in Table 

4. An Ordinary Least Squares (OLS) regression model using 

the complete dependent variable sample would produce a 

biased coefficient [54]. In instances where no observations are 

present at the limiting value (s), the Tobit model acts as an 

OLS model making it appropriate for use across all iterations 

even when clustering is nominal or not present. 

The multivariate Tobit model is defined as: 

V
i
* = β

1
X

1
+ β

2
X

2
+ ...+ β

n
X

n
+η

v
+ ε

i
            (2) 

y =
l  if  V

i
* ≤ l

V
i
* if  l < V

i
* < u

u if  V
i
* ≥ u









                             (3) 

where V
i
* is the latent variable that predicts field behaviours, 

β
n

 is the beta coefficient for the nth
 independent variable, 

X
n
 is the nth

 independent variable, η
v

 is a village dummy, 

ε  is a normally distributed error term, V
i
 is the censored 

dependent variable, and l  and u  are lower and upper limits 
respectively. The regression models defined in Equations (2) 
and (3) were estimated for all the field behaviours using the 
censoring limits described in Table 4. 

3. Results 

The results of this article are described in the following 



 International Journal of Agricultural Economics 2019; 4(3): 109-119 115 
 

sections. These include the descriptive analysis of the 

independent and dependent variables and the Tobit regression 

model estimations. 

3.1. Descriptive Analysis of the Variables 

The dependent variables used in the regression analysis are 

described in Table 4. In addition to summary statistics, the 

applicable upper and lower Tobit limits with any clustering 

that occurs there is shown. The most extreme clustering occurs 

at the lower limit for MRAP since 115 of the 147 rice 

producing farms did not grow any modern varieties in 2017. 

DIR also has substantial lower limit clustering which reveals 

that 59% of the population did not have any outstanding debt. 

Clustering for income diversification metrics BI-I and 

SWEM-I shows that 15% of households only had one income 

source during 2017. Finally, nitrogenous fertilisers were not 

applied by 46% of the population and only 6% did not use 

pesticides. 

Table 4. Dependent variables described and Tobit limits. 

Tobit limits 

Variable code Number of observations Mean Standard deviation Lower limit (Observations) Upper limit (Observations) 

PPR 163 0.47 0.18 0 (0) 1 (1) 

BI-L 163 0.65 0.18 0 (1) 1 (0) 

SWEM-L 163 1.50 0.46 0 (1) No limit 

BI-I 157 0.43 0.27 0 (23) 1 (0) 

SWEM-I 157 0.82 0.55 0 (23) No limit 

DIR 153 0.78 1.80 0 (90) No limit 

MRAP 147 0.13 0.29 0 (115) 1 (10) 

SNAI 142 0.16 0.23 0 (66) 1 (1) 

SPAI 139 0.15 0.13 0 (9) 1 (0) 

TRLa 163 0.39 0.49 N/A N/A 

aDummy variable. 

The independent variables are described in Table 5. and 

reveal that the average HoH is a 49-year-old woman. The level 

of education is very low as most farmers have no formal 

education. However, a minority are educated and some even 

hold a 3-year college degree. The mean farm size is 2.30 acres 

and the average annual household income during 2017 was 

Nu. 159,260 which is equivalent to $2,238. Additionally, the 

average farm has 2.48 full-time adult workers present but an 

additional 1.29 people are required for optimal performance, 

making labour a limiting input. 

Table 5. Independent variables described. 

Variable Mean Standard deviation Minimum Maximum 

Age 49.42 14.22 20 80 

Sexa 0.60 0.49 0 1 

Education 1.40 3.10 0 15 

Income 159.26 198.83 0 1608.21 

Farm size 2.30 1.72 0.05 10.87 

Power-tillera 0.82 0.39 0 1 

Labour 2.48 1.03 1 6 

Labour deficit 1.29 1.05 0 5 

Extension 8.70 5.71 1 35 

Gain safe decs. 1.63 2.21 0 5 

Loss safe decs. 3.65 1.62 0 5 

aDummy variable. 

3.2. Tobit Model Results and Discussion 

The results of the Tobit model are described in Table 6. In 

addition to the Tobit beta coefficient, McFadden’s pseudo- R2
 

is reported for each iteration. McFadden’s pseudo- R2
 is 

defined as 
1−
ℓ

M

ℓ
0











 where ℓ
M

 is the log-likelihood of the 

fitted model and ℓ
0

 is the log-likelihood of the intercept 

model which contains no covariates. 

Table 6. Tobit model results. 

 

Farm Diversification Metrics Financial Metrics Farm Management Metrics 

PPR BI-L SWM-L BI-I SWEM-I DIR MRAP SNAI SPAI TRLa 

Age ~0 ~0 ~0 -0.01*** -0.01*** -0.03 0.02* ~0 ~0 ~0 

Sex ~0 0.04 0.12 -0.11** -0.22** 0.13 -0.25 0.08 ~0 0.15 

Education 0.02*** 0.01 0.03** ~0 ~0 ~0 0.11*** ~0 0.01 0.07 

Income ~0 ~0 ~0 ~0 ~0 ~0 ~0 ~0 ~0 ~0 

Farm size 0.03*** ~0 -0.01 0.06*** 0.12*** 0.21 0.14 -0.04* -0.03*** 0.09 

Power-tiller 0.05 ~0 -0.02 0.01 -0.02 1.79* -1.15** 0.05 0.03 0.90* 
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Farm Diversification Metrics Financial Metrics Farm Management Metrics 

PPR BI-L SWM-L BI-I SWEM-I DIR MRAP SNAI SPAI TRLa 

Labour 0.02* 0.04** 0.09** 0.01 0.03 -0.38 0.33** 0.02 0.01 0.33* 

Labour deficit -0.01 0.01 0.03 0.01 0.03 0.33 0.13 -0.02 0.01 0.23 

Extension ~0 0.01* 0.01* 0.01* 0.01 0.09 0.07* -0.02* ~0 0.01 

Gain safe decs. ~0 0.01* 0.02 0.04*** 0.08*** -0.23 -0.10 ~0 0.01 -0.02 

Loss safe decs. -0.01 -0.03*** -0.07*** -0.04** -0.08** 0.38* 0.08 ~0 -0.01** -0.06 

Constant 0.37*** 0.56*** 1.18*** 0.72*** -1.26*** -0.31 -1.93* 0.18 0.11 -2.11 

McFadden's R2 -1.43 -1.02 0.44 0.98 0.40 0.27 0.65 0.76 -0.55 0.24 

aProbit model. P-values: *p ≤ 0.10, **p ≤ 0.05, ***p ≤ 0.01. 

The Tobit regression model shows that nearly all the tested 
independent variables have predictive power with respect to at 
least one dependent variable. A notable exception to this is 
income which has a Tobit coefficient of approximately zero 

and does not cross a critical p-value p ≤ 0.10  across all 

iterations. Independent variable labour deficit also holds no 
predictive power for any of the tested field behaviours. 

Measuring species richness in farm diversification, PPR is 

predicted by education, farm size, and labour. The indices 

BI-L and SWEM-L, which measure both richness and relative 

abundance, are predicted by education (SWEM-L only), 

labour, extension, gain safe decisions (BI-L only), and loss 

safe decisions. It is thus evident that increases in education, 

labour, and visits from extension agents have a small, positive 

effect on farm diversification. Meanwhile, increasing the farm 

size will increase species richness, but has no significant effect 

on relative abundance. It is also notable that the number of 

risky decisions for losses has an inverse relationship with BI-L 

and SWEM-L. While farm diversification is generally agreed 

upon to be a risk-reducing practice, for Bhutanese farmers it 

may divert limited resources away from a few known and 

relatively reliable staple crops needed for subsistence and thus 

be perceived as actually increasing risk exposure. 

Examining income diversification as measured through the 

BI-I and SWEM-I metrics, it is apparent that younger farmers 

are more likely to have diverse income streams. Additionally, 

female farmers have less diversified income sources than their 

male counterparts. Households with larger farms tend to have 

more diversity in their income streams. Notably, total income 

is shown to not be a reliable predictor of farm diversification. 

Low-income farmers are just as likely to diversify their 

income streams as those in higher income brackets. Both 

independent variables gain safe decisions and loss safe 

decisions show significance when predicting BI-I and 

SWEM-I, but the direction of the effects is opposing. The 

effect of the gain safe decisions is positive (as predicted) while 

that of loss safe decisions is negative. The cause of this is 

ambiguous, although diversifying income might be seen as 

risk-reducing for gains (decreasing income variance), while 

simultaneously increasing the potential for losses to occur if 

new, unproven sources are obtained. This question warrants 

further study in the context of developing, rural markets. 

The debt to income ratio DIR is most influenced by the use 

of a power-tiller. This most likely indicates that one of the 

Bhutanese farmers’ primary sources of debt is incurred to 

either purchase or rent one. The only other variable with 

predictive power for DIR is loss safe decisions, which also has 

a positive effect. This effect is in the opposite direction of 

what was hypothesised. In light of the prior result, it is 

plausible that the more risk-averse for losses farmers are, the 

more debt they are willing to incur to reduce the risk of harvest 

loss through employing modern tilling methods. 

The adoption of modern rice varieties MRAP is shown to 

increase with age, education, available labour, and extension 

agent visits. The use of a power-tiller has a large, negative 

effect on adoption. The reason for this is not clear, and further 

investigation is needed. Finally, both gain and loss safe 

decisions failed to predict the adoption of modern seed 

varieties, indicating that the household-level factors 

mentioned above more heavily influence adoption than do 

individual risk preferences. 

The standardised index for nitrogenous fertiliser application 

SNAI is only significantly predicted by farm size and 

extension agent visits, both of which have a relatively small, 

negative effect. Pesticide use, as measured through SPAI, is 

shown to have an inverse relationship with both farm size and 

loss safe decisions. Smaller farms appear to be more reliant on 

fertilisers and pesticides than larger ones. Additionally, 

extension agents may be successful in promoting other 

methods of improving soil quality, but they have fallen short 

in their efforts to meet the RGOB’s organic by 2020 vision 

through decreasing pesticide use. Finally, participation in 

on-farm trials has a positive relationship with both 

power-tiller use and additional farm labour. Participation is 

not dependent on risk preference for either gains or losses. 

4. Discussion 

The Tobit regression model results demonstrate a 

preliminary ability to predict an array of risk-dependent 

agricultural field behaviours within Bhutan. On the basis of 

these initial findings, future research and refinement are 

needed. Income and labour deficit appear to be the least useful 

predictors while farm size, labour, and loss safe decisions are 

among the most significant. This study was predicated on a 

priori field behaviours being a function of risk preference for 

both gains and losses. However, gain safe decisions failed to 

predict most farm diversification metrics, DIR, and all farm 

management metrics. Additionally, loss safe decisions showed 

no significance when predicting PPR and most farm 

management metrics. Despite the use of a sophisticated 

elicitation method and statistical rigour, the safe decision 

metrics are unable to predict many of the field behaviours 

tested. Two potential reasons for these shortcomings were 
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identified. 

The first possible explanation of the results is the failure to 

account for ambiguity aversion. Since the exact probabilities 

of the potential outcomes of farming decisions are not known, 

it is plausible that a measure of ambiguity aversion may be 

better suited to predict agricultural field behaviours than risk 

aversion. Barham, Chavas [55] demonstrated that the 

significance of ambiguity aversion is greater than that of risk 

aversion in predicting the adoption of genetically modified 

corn in the United States. In the context of a developing 

country, Engle Warnick, Escobal [56] found that ambiguity 

aversion reduces the likelihood that farmers will cultivate 

multiple varieties of their primary crop. In both developed and 

developing countries, the reliability of ambiguity aversion 

over risk aversion to predict agricultural field behaviours 

remains a subject largely open to inquiry. Additionally, a 

standardised procedure of measuring ambiguity aversion 

across cultures and literacy levels would be a valuable 

addition to the literature. The availability of such an 

instrument would enable results across studies to be compared 

with relative ease. 

The second explanation of the findings of this study is the 

possible presence of ‘background risk’ [57]. Without taking 

participants into a lab, where their decisions are as far 

removed from the real world as possible, the results of the 

risk preference elicitation may be skewed by prior 

behaviour. Under the assumptions of background risk, an 

individual’s experimentally elicited risk preference may be 

interpreted only as a fragment of their actual risk preference 

which is observable through an aggregation of their 

decisions. If, for example, a participant engages in 

risk-reducing behaviours, she might be more prone to risk 

seeking on the LCT since there is little risk in other aspects 

of her life. The effect of background risk may be 

exacerbated by priming participants to think about their 

previous risk-dependent behaviours (such as agricultural 

decisions) prior to engaging in the LCT. Because of the 

geography of Bhutan, it was not feasible to take farmers 

into a lab for an isolated risk preference elicitation and then 

visit their homes to gather data on their farming practices. 

As such, the presence of background risk may have been a 

factor influencing the results of this study. 

5. Conclusions 

This article took the first step in understanding the drivers of 

risk-dependent agricultural field behaviours within Bhutan. In 

the context of a country with a reliance on agriculture, the need 

to quantify the determinants of these behaviours cannot be 

understated. Increased efficiency and efficacy of government 

policies, non-profit work, and extension officer efforts are some 

of the potential benefits such an understanding would yield. 

Using cross-sectional data gathered from the 

Punakha-Wangdue valley during the spring of 2018, a 

multivariate Tobit regression analysis was employed to predict 

ten field behaviours. Using demographic, socio-economic, and 

risk preference independent variables, this study was able to 

identify what most influences these behaviours. 

On the basis of this article’s findings, it is shown that 

measures to promote income diversification or curb fertiliser 

and pesticide application can be developed and targeted to 

households based on their farm size. Additionally, income 

diversification programmes can be customised based on the 

HoH’s age and gender. Policy to increase farm diversification 

may consider the HoH’s level of education as well as the 

available farm labour. Finally, it is shown that households who 

are risk averse for losses tend to diversify both their farm and 

their income streams to lesser degrees. In the loss domain, 

Bhutanese farmers seem to be influenced by potential 

reductions in yield and income. 

There is a need for further research in Bhutan and around 

the world that aims to develop progressively more robust 

models of farmers’ decision making. This is becoming 

increasingly important in the face of changing economic and 

environmental conditions. Understanding the role that risk 

preference and other factors play in determining agricultural 

field behaviours will help stakeholders better allocate their 

resources and target interventions. This is hoped to result in 

improved health, environmental, and economic outcomes for 

at-risk agrarian populations. This article took the first step at 

gaining such an understanding in Bhutan and added to the 

ever-expanding body of literature globally that aims at 

incorporating the findings of behavioural economics into the 

world of agriculture. 
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