
 
Biomedical Statistics and Informatics 
2022; 7(1): 7-11 
http://www.sciencepublishinggroup.com/j/bsi 
doi: 10.11648/j.bsi.20220701.12 
ISSN: 2578-871X (Print); ISSN: 2578-8728 (Online)  

 

Sensitivity Analysis by Variables in the Classification of 
Renal Insufficiency Using Artificial Neural Networks VS 
Multinomial Logistic Regression 

Elena Martín Pérez
1, *

, Quintín Martín Martín
2
 

1Institute of Legal Medicine of Zamora, Zamora, Spain 
2Department of Statistics, University of Salamanca, Salamanca, Spain 

Email address: 

 
*Corresponding author 

To cite this article: 
Elena Martín Pérez, Quintín Martín Martín. Sensitivity Analysis by Variables in the Classification of Renal Insufficiency Using Artificial 
Neural Networks VS Multinomial Logistic Regression. Biomedical Statistics and Informatics. Vol. 7, No. 1, 2022, pp. 7-11.  
doi: 10.11648/j.bsi.20220701.12 

Received: February 18, 2022; Accepted: March 14, 2022; Published: March 23, 2022 

 

Abstract: Purpose: The aim of the research is to see to what extent Neural Networks (non-parametric technique) could be used 
as opposed to Multinomial Logistic Regression (parametric technique) in the analysis of sensitivity by variable in the 
classification of "Renal insufficiency" (three categories: NOT, MODERATE and ADVANCED). The analysis of sensitivity by 
variable, in our case, consists of eliminating from the model the three most influential variables (one by one): Blood creatine, 
Urine creatine and Urea, in that order. Once a variable is removed from the model, it will not reenter the model. Methods: This 
study collects data from the University Hospital of Salamanca (Spain), configuring a file of renal insufficiency data with 184 
cases and 9 variables. First, we do descriptive-exploratory analysis of data for renal insufficiency data, obtained experimentally 
through a pilot survey. The comparison between ANNs and MLR is carried out by classification in the categories NOT, 
MODERATE and ADVANCED. Results: The descriptive-exploratory analysis of data shows the high value of the Coefficient of 
variation, Kurtosis and Skewness of the variables Blood creatine, Urine creatine and Urea, all of them well above 66%, 10 and 
2.70, respectively. The study shows that when all the variables in the model are considered, the highest classification percentage 
concerns the Multinomial Logistic Regression (MLR), while, for the analysis of sensitivity by variables, the classification 
percentages are favourable to the Artificial Neural Network model (ANN). Conclusions: The joint classification percentages in 
the analysis of sensitivity by variables are favourable to the artificial neural network model (perceptron). That is, the 
non-parametric technique (ANNs) would surpass the parametric technique (MLR) in the classification of a patient's renal 
insufficiency. 
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1. Introduction 

The classification or prediction of diseases through 
multinomial logistic regression (MLR) and Artificial Neural 
Networks (ANNs) has been discussed in several articles [1-7]. 
Our work wants to contribute in this line by providing a 
sensitivity analysis by variable with the comparison between 
both methods (ANNs and MLR). The aim of this paper is to 
highlight the usefulness of both methods (ANNs and MLR) in 
the classification of renal insufficiency. 

The application of neural networks to the field of Medicine 

has been improving due to the increase in research in the field 
of artificial neural networks with new networks adapted to 
each field of study [8-15]. We will focus on the use of the 
multilayer perceptron and the multinomial logistic regression 
for the classification of the renal insufficiency levels NOT, 
MODERATE and ADVANCED. 

The use of artificial neural networks (ANNs) in the 
prediction-classification of the state of renal insufficiency 
(NOT, MODERATE and ADVANCED) of patients is a 
heuristic search that usually gives good results in the field of 
Medicine in general. 
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First, we do a descriptive-exploratory analysis of the data in 
order to have information on the distribution of the data, in 
particular the "Age" with respect to the variable "Renal 
insufficiency" with three categories: NOT, MODERATE and 
ADVANCED. 

By the appropriate combination of the activation function of 
the hidden layer and the output layer, we obtain the artificial 
neural network (perceptron) that we will apply to classify in 
the category of renal insufficiency in which a patient is. 

The results obtained are good. In the network training phase, 
the ranking percentage for the three categories is: NOT (96.9), 
MODERATE (61.5) and ADVANCED (91.2); and for the 
reserve phase (the one used for the classification): NOT (96.4), 
MODERATE (33.3) and ADVANCED (100). 

The study shows that, in the reserve phase, the classification 
percentages are high for the NOT and ADVANCED 
categories. 

2. Material and Methods 

The data from 184 patients were collected at the University 
Hospital of Salamanca (Spain) taking as variables: Age 

(years), Sex, Hematocrit (%), Blood creatine (mg/dl), Urine 
creatine (mg/dl), Albumin (g/dl), Body Mass Index (kg/m ^ 2) 
and Renal insufficiency. 

2.1. Artificial Neural Network (ANN) 

The artificial neural network that we will use in this study is 
the multilayer perceptron. In our case, this network is 
composed of an input layer, a hidden layer and an output layer. 
In Figure 1, we can see a typical perceptron formed by an 
input layer, a hidden layer and an output layer (N-H-M). 
Having studied the most effective initial structure of the 
network, in our case expressed in variables is (9-7-3). 

The inputs in the network are the variables x1, x2, x3,..., xN 
(independent variables), and the weights wji (importance of 
the connections between the neurons of the input layer and the 
hidden layer), the weights wkj (importance of the connections 
between the neurons of the hidden layer and the output layer) 
and the output variables y1, y2, y3,..., yM (dependent variables) 
form the neural network (perceptron). In our case, we will 
only have one qualitative dependent variable with three 
categories [16-22]. 

 

Figure 1. Multilayer perceptron (N-H-M). 

For the analysis of the data we will create a partition 
variable: training, test and reserve samples. The training 
sample comprises the records of the data used to train the 
neural network; a certain percentage of cases in the dataset 
must be assigned to the above-mentioned sample in order to 
obtain a model. The validation data is an independent set of 
data records used to track errors during training, to avoid 
excess. It is highly recommended to create a training sample. 
Network training will generally be more effective if the test 
sample is smaller than the training sample. The reserve sample 
is another independent set of data records used to predict or 
classify the final neural network; the reserve sample error 
provides an estimate of the predictive capacity of the model, 
because reserved cases are not used to create such a model. In 
our case, the respective percentages for the three phases are 
60%, 0% and 40%. 

In this type of architecture, the connections between 
neurons are always forward, that is, they go from the neurons 
of a certain layer to those of the next; there are neither lateral 
connections between neurons belonging to the same layer nor 

backward connections, ranging from one layer to the previous 
one. Therefore, information is always transmitted from the 
input layer to the output layer. 

The method we have followed to apply neural networks to 
the study of the classification of renal insufficiency is to 
establish the random seed to be able to replicate the studies 
and a partition variable to assign the training, test and reserve 
groups. In our case, due to the number of cases, we will use the 
training and reserve phases. To achieve the structure of the 
neural network (non-parametric technique) more efficient in 
the classification of the data, the activation functions of the 
input-hidden-output layers will be modified, trying to find the 
best relationship between layers (activation functions), so that 
it provides the best result in the output of the network. [23-29]. 
In our case: Hidden Layer = Sigmoid and Output Layer = 
Identity. 

2.2. Multinomial Logistic Regression (MLR) 

Multinomial Logistic Regression (MLR) is useful for 
situations in which you want to be able to classify subjects 



 Biomedical Statistics and Informatics 2022; 7(1): 7-11 9 
 

based on values of a set of predictor variables. This type of 
regression is similar to logistic regression, but it is more 
general because the dependent variable is not restricted to two 
categories. In our case the dependent variable (Renal 
insufficiency) has three categories: NOT, MODERATE and 
ADVANCED. 

3. Results 

The descriptive-exploratory analysis of data by means of 
the variables provides us with a series of values that will help 
us understand some of the results obtained later. 

Table 1. Descriptive statistics. 

 Age (years) Ht (%) 
Blood creatine 

(mg/dl) 

Urine creatine 

(mg/dl) 
Urea (mg/dl) Albumin (g/dl) 

Body Mass Index 

(kg/m ^ 2) 

Mean 64,86 41,198 1,4339 75,5333 63,50 4,3750 30,3214 
Std. Deviation 13,667 6,022 1,3956 50,221 50,781 0,5836 5,1155 
Coefficient of variation 21,07% 14,61% 97,32% 66,49% 79,97% 13,35% 16,85% 
Skewness -0,583 -0,373 3,862 2,757 3,229 -1,947 0,424 
Kurtosis 0,320 0,031 18,905 10,446 15,491 5,182 0,346 
Range 75 30,90 10,77 322,70 406 3,60 27,6021 

 
In this table we can see the following: the high value of the 

Coefficient of variation of the variables Blood creatine, Urine 
creatine and Urea, all of them well above 66%; its high degree 
of concentration (leptokurtic Kurtosis) around the mean, all of 
them exceed the value of 10, and its high skewness, positive or 
to the right, above 2.70. These three variables will be subject 
to variable sensitivity analysis. 

The variable "Renal insufficiency" presents the following 

values for the three categories compared to the variable Sex: 

Table 2. Renal insufficiency. 

Renal insufficiency N Women Men Mean (years) 

NOT 125 53 72 61,28 
MODERATE 16 10 6 69,06 
ADVANCED 43 18 25 73,72 

 

 

Figure 2. Box-Plot chart. 

The box diagram (Box-Plot) collects, in a visual way, the 
distribution of the variable "Age" according to the category. 
For the category that does not present renal insufficiency 
(NOT), it has the lowest average age (61.28 years), although 
the subjects 62, 57 and 63 show anomalous values; for the 
category with moderate renal insufficiency (MODERATE), 
they have a mean age of 69.06 years, without anomalous 

values, and, for the category with advanced renal insufficiency 
(ADVANCED), their average age is 73.72 years, presenting an 
anomalous value in the subject 172. The "Interquartile Range" 
for the "NOT" and "ADVANCED" categories is the same (17) 
and for the "MODERATE" category it is the lowest value (9). 
Both categories have a negative or left-wing asymmetry. This 
study compares the results of artificial neural network (ANN) 
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classification (initial multilayer perceptron: 9-7-3, excluding 
the bias in the hidden layer) with multinomial logistic 
regression (MLR). 

Because not much data is available (184), a partition 
variable has been created for the artificial neural network in 
which the data is distributed in 60% for network training and 
40% for the backup phase (network application). The 
comparison of the ANNs is carried out once performed the 
training, with the data of the reserve (Test data). The 
architecture of the artificial neural network (perceptron) used 
in the study is Hidden Layer = Sigmoid and Output Layer = 

Identity. 
The sensitivity analysis for both the artificial neural 

network and the multinomial logistic regression model has 
been performed by suppressing, one by one, the independent 
variables (covariates for the artificial neural network). Once 
suppressed, they no longer enter the model, so that we can see 
the joint effect of the suppressed variables. The variables that 
come out of the model, considered here to be the most 
influential ones according to Table 1, are Blood creatine (*), 
Urine creatine (**) and Urea (***). The results are shown in 
Table 2. 

Table 3. ANN classification (Hidden Layer = Sigmoid and Output Layer = Identity) vs MLR. Dependent Variable: Renal insufficiency. 

Observed 

Predicted 

Percent 

Correct ANNs 

Percent 

Correct MLR 

Percent 

Correct ANNs 

(*) 

Percent 

Correct MLR 

(*) 

Percent 

Correct ANNs 

(**) 

Percent 

Correct MLR 

(**) 

Percent 

Correct ANNs 

(***) 

Percent 

Correct MLR 

(***) 

NOT 96,3 98,4% 96,3 96,0% 98,1 97,6% 94,4 94,4% 
MODERATE 25,0 75,0% 25,0 56,3% 75,0 50,0% 25,0 31,3% 
ADVANCED 88,9 93,0% 94,4 93,0% 83,3 88,4% 61,1 60,5% 
Overall Percent 90,8 95,1% 92,1 91,8% 93,4 91,3% 82,9 81,0% 

 
As we can see in Table 3, the joint classification 

percentages, in the analysis of sensitivity by means of 
variables, are favourable to the artificial neural network model 
(perceptron). 

4. Conclusion 

Of the results obtained in the classification of a patient's 
renal insufficiency by means of the two techniques: the 
non-parametric technique (ANNs) and the parametric 
technique (MLR), we can conclude that the result is favorable 
to the technique (ANNs) in the analysis of sensitivity by 
variable. That is, when a patient's data is entered either of the 
two models, regardless of any of the three variables analyzed 
in the model, the best result is obtained with the technique 
(ANNs). 
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