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Abstract: In this paper the moment generating function of order statistics arising from independent non-identically 

distributed (INID) Standard type II Generalized logistic (SGLII) variables is established. A recurrence relation for all moments 

of all order statistics arising from INID SGLII is computed. Special cases for moments are deduced using polygamma function. 

Some numerical examples are given. 
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1. Introduction 

The moments of order statistics (o.s) of independent non-

identically distributed (INID) random variables (r. v. 
,
s) have 

been established in literature in three directions. The first 

direction is initiated (Balakrishnan, 1994),  requires a basic 

relation between the probability density function (p.d.f) and 

the cumulative distribution function (c.d.f). This technique is 

referred to this as differential equation technique (DET). It 

enables one to compute all the single and product moments 

of all order statistics in a simple recursive manner and the 

derivation of the moments depends mainly on integration by 

parts. The second technique is established by Abdelkader and 

Barakat will be referred to this as (BAT). It is an easier 

manner to evaluate the moments of (INID. o.s) but can only 

be applied to distributions with (c.d.f) in the form: 

( ) 1 ( )F x xλ= − and we cannot evaluate the product 

moments. The third direction was developed by Jamjoom and 

Alsaiary (2011) which is the moment generating function 

technique.  In this paper we compute the moments of order 

statistics arising from independent non-identically distributed 

Standard type II generalized logistic random variables using 

the moment generating function technique. 

The subject on nonidentically order statistics is discussed 

widely in the literature in (David and Nagaraja, 2003). 

(Vaughan and Venables, 1972) denoted the joint p.d.f and 

marginal p.d.f of order statistics of (INID) random variables 

by means of permanent. Applications of the previous two 

methods are also found in the literature for several 

continuous distributions. The (DET) was used by 

(Balakrishnan, 1994) to derive recurrence relations satisfied 

be single and product moments of (INID) order statistics for 

the Exponential and right truncated distributions. (Childs and 

Balakrishnan, 2006) applied (DET) to derive the moments of 

(INID) order statistics for Logistic random variables. (Mohie 

Elidin et al., 2007) applied this method to derive the 

moments of (INID) order statistics for several distributions. 

The first applied of (BAT) was by (Barakat and Abdelkader, 

2000) to weibull distribution and then the method was 

generalized by (Barakat and Abdelkader, 2003) and applied 

to Erlang, Positive Exponential, Pareto, and Laplace 

distributions. (Abdelkader, 2004) and (Abdelkader, 2008) 

used a closed expression for the survival function of Gamma 

and Beta distributions to compute the moments of (INID) 

(o.s) using this technique.  (Jamjoom, 2006) applied it to 

Burr type XII random variables. 

2. Nonidentical Order Statistics from 

Standard Type II Generalized Logistic 

Distribution 

Let ��, ��, …, �� be independent random variables having 

cumulative distribution functions ���	
, ���	
, … , ���	
 and 

probability density functions ���	
, ���	
, … , ���	
 , 

respectively. Let  ��:� ≤ ��:� ≤ … ≤ ��:�  denote the order 
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statistics obtained by arranging the n �� 
,
� in increasing order 

of magnitude. Then the p.d.f and the c.d.f of the rth order 

statistic ��:� (1≤ � ≤ � ≤
  can be written as: 

{ }11
( ) ( ) ( ) 1 ( )

: ( -1) ! ( - ) ! 1 1

r n
f x F x f x F xi i ir n a r cpr n r a c r

−
= −∑ ∏ ∏

= = +
 (1) 

Where 
p

∑ denotes the summation over all n! 

permutations ��� , ��, … ,      ��
 �� �1, 2, … �
.  (Bapat and 

Beg, 1989) put it in the  form of permanent as: 

� � { }1
( ) ( ) ( ) 1 ( ):

( 1)! ( )!
1 1

f x per F x f x F xr n
r n r

r n r

= −
− − − −

 
 
 
 

�����
         (2) 

( ) ( ) 1 ( )
( ) 1 1

j nn
F x F x F xi ir a aj r p a a jj

= −∑ ∑ ∏ ∏
= = = +

 
        (3) 

p j

∑
is all permutations of ( ), , ,1 2i i in⋯ for (1, , )n⋯ which 

satisify 1 2i i i j< < <⋯ and 1 2i i inj j< < <+ + ⋯ . And using 

permanent as 

�

( ) 1 ( )
1 11

( ) ,
( )

! ( ) !
( ) 1 ( )

F x F x
n

F x p e r x
r i r i n i

F x F xn n

i n i

−

= − ∞ < < ∞∑
= − −

−

 
 
 
 
 
  

⋮

�����

   (4) 

The p.d.f. and the c.d.f. of SGL II distribution are given as 

( )
( ) , , 0

1
1

x
e

f x x
xe

αα αα
−

= −∞≤ ≤∞ >+−+
                                    (5) 

( )
( ) 1 , , 0

1

x
e

F x x
xe

α
αα

 
 
 
 
 

−
= − −∞≤ ≤∞ >

−+
                            (6) 

Now we can obtain the p.d.f. and the c.d.f. of the rth INID 

o.s. of SGLII distribution from eq (2) and (4) using 

(Permanent) and Mathematica Program as 

(
1 2 3(

1 2

)
)(

3
1

(
3

1

)
)

1:

x
e

f x x
e

α α α
α α α +

− + +
+ +

−+
=  

( 1 2 3
( )1:3 1 (1 )

)x
eF x

α α α− + +
−= +  

 

Figure 1. Graph of p.d.f. of first(inid) o.s. from SGL II distribution for 

selected ��, ��, �� 

  

Figure 2. Graph of c.d.f. of first (inid) o.s. from SGL II distribution for  

selected ��, ��; , �� 

3. The Moment Generating Function of the r
th

 

Nonidentically (o.s) from Standard Type II 

Generalized Logistic Distribution 

We know that the distribution function of Standard type II 

Generalized  Logistic distribution can be written as: 

( )
( ) 1 , , 0, 1,2, ,

1

x
ie

F x x i n
i ix ie

α
αα

 
 
 
 
 

−
= − −∞≤ ≤∞ > =

−+
⋯  

See (Balakrishnan & Hossain 2007). 

To derive the moments of INID o.s. arising from ( 6 ), we 

need the following theorem . 

3.1. Theorem 

Let 1 2
, , ,

n
X X X⋯ be independent non identically 

distributed r.v,.s. The moment generating function of the rth 

order statistics, : ( )r nM t , for 1 r n≤ ≤  and 1, 2,k = …  is 

given by: 

1
( 1)

:

1

( ) ( 1)
n j

j n r

r n j
n r

j n r

M t t I
−

− − +

−= − +

 = −  
 

∑             (7) 

Where: 

1 21 10

[1 ( )] , 1,2, ,
b

j

j
t x

j i

i i i n b

I e F x dx j n

∞

≤ < < < ≤ =

= − =∑ ∑ ∏∫
⋯

⋯ ⋯          (8) 

where ( )1 2
, , ,

n
i i i⋯  are a permutations of (1, 2, …, n ) for 

which 1 2 ni i i≤ < <⋯ . 

Proof: See (Jamjoom and Al-Saiary 2011) 

3.2. Theorem 

For 1 r n≤ ≤  and  k  = 1, 2,… 

1 21 1

( , )
b

j

j

j i

i i i n b

I t t tβ α
≤ < < < ≤ =

= −∑ ∑ ∑
⋯

⋯            (9) 

Proof: 

On a pplying theorem 2.1 and using ( 6), we get: 
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x

i i i n t

x

t x
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x t
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e
I t e dx

e

e
t e dx

e

e
t dx

e

α

α

α

α

α

α

=

=

=

=

∞ −

−≤ < < < ≤ =− ∞

−
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− −
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Substituting : 

1
ln

1

xy e

x
y

d x d y
y

−=

∴ =

= −  

[ ]

1

1 2
1

( ) 1

1 0

,

1

j

ib
b

j

ij b
b

t

j

i i i n

y
I dy

y

α

α

=

=

− −
∞

≤ < < < ≤

∑

∴ =
∑

+
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⋯

⋯  

By using the known relation: 

1

10

( , ) ; ( ) ,
(1 ) b

p j

ip q
b

x
p q dx where p t q t

x
β α

∞ −

+
=

= = − =
+ ∑∫  

we will get relation ( 9 ). 

4. The Moments of the r
th

 Non Identically (o.s) 

from Standard type II Generalized Logistic 

Distribution 

From (7) and (9) the k
th

 moment of the r
th

 o.s. can be 

written as 

( ) ( )

[ ] [ ]

1
( 1)

(0) ( 1): :
1 1

1 2

( 1) ( )
1

00
( )

1

k k

i k i

kk

l

jn j n r
Mr n r n n rj n r i i i n

j

j
t ti

b b
j tl

i
b b

µ

α

α

−

− − − += = − × ∑ ∑ ∑− = − + ≤ < < < ≤ 

 
Γ + Γ −∑ 

=  ∑     == Γ ∑ 
=  

⋯
⋯

 (10) 

where 
[ ] ( .)iΓ  is the ith derivative of the gamma function. 

the first two moments can be given by the following 

relationships 

 

(1)

(2)

2 2

(1) ( )

(1) (1) 2 (1) ( ) ( ) (

1
( 1)
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1

1 1
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1
( 1)

( 1):
1 1

1 2

1 1 1
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j

i
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r n n rj n r i i i n

j

j j j

i i i
b b bb b
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µ

α

µ

α α α

 
 = ×
 
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 
 −
 
 

 
 = ×
 
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′ ′+ − + +

−− − +−∑ −= − +

∑ ∑ ∑
≤ < < < ≤ =
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∑ ∑ ∑
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⋯

⋯
⋯

)

b

 
 
 
 

  (11) 

Where ( )zψ  is PolyGamma [z] the logarithmic 

derivative of the Gamma function and 
( )

:
k

r nµ  is the kth 

moment of the rth o.s. and ( ) ( ): :

k
k

k

d
M M tr n r n

dt
= . 

Corollary 1. For the case of a sample of n IID r.v.,s arising 

from SGL II distribution, the moment generating function of 

the rth o.s. (1 )r n≤ ≤ is given by 

1
( 1)

:

1

( ) ( 1) ( , )
n j n

j n r

r n
n r j

j n r

M t t t j tβ α
−

− − +

−= − +

  = − −  
  

∑     (12) 

and the kth moment  becomes 

[ ] [ ]

1( 1)
( 1):

1

( 1) ( )

( ) 00

k

l k ln kk

j l

j

j

jn j n r
r n n rj n r

t t

tl

α
α

µ

−

 
 =
 
 

    
     
     

−− − +−∑ −= − +
Γ + Γ −× ∑ Γ ==

    (13) 

Special cases: from (11): 

[ ]
1

(1) ( 1)
( 1) (1) ( ):

1

1
( 2) ( 1) 2 2( 1) (1) (1) 2 (1) ( ) ( ) ( ):

1

j nn j n r
jr n n r jj n r

j nn j n r
j j jr n n r jj n r

µ ψ ψ α

µ ψ ψ ψ ψ α ψ α ψ α

−   − − += − − ∑  −   = − +  

−  − − +  ′ ′= − + − + + ∑  −    = − +  

    (14) 

 

5. Numerical Applications 

The following examples are compute when k = 1 . 

Example (1): 

Let n=2 and  1, 2, 3, 4,5α =  and 5 in (13). Table 1 shows 

the results: 

 

Table 1. The moments 2:2
µ arising from IID SGL type II r.v.,s. 

α  1 2 3 4 5 

2:2µ  1 -0.166667 -0.716667 -1.07381 -1.3377 

For example when 3,α = , 

2:2 1 2 ,M t I t I= −  
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1

2

2:2

`

2:2 2:2

( ) ( , )

( ). ( )

( )

I ( , 2 )

( ). ( 2 )

( 2 )

( ). ( ) ( ). ( 2 )
( )

( ) ( 2 )

( 1). ( ) ( 1). ( 2 )

( ) ( 2 )

( ) (0) -0.716667

I k t t

t t

t t

t t

t t t t t t
M t

t t t t t

t M

β α
α

α
β α

α
α

α α
α α

α α
α α

µ

= −
Γ Γ −=

Γ
= −

Γ Γ −=
Γ
Γ Γ − Γ Γ −= −

Γ Γ
Γ + Γ − Γ + Γ −= −

Γ Γ
= =

 

Example (2): Set n=2, and 
1 21(5)1, 1(1)5α α= =  in Eq (11), 

we obtain results in Table 2: 

1

2
(1)

1 2 1 2

(1) ( )

(1) ( )

(1) ( ) ( ) ( )

2:2 1
1

1 2 1
1 2

i
i

j

i
i i b b

ψ ψ

ψ ψ

ψ ψ ψ ψ

µ α

α

α α α α

 = −
  

 
 − −
 
 

= − − + +

∑
=

∑ ∑
≤ < ≤ =

 

1

2
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1 2 1 2

(1) ( )

(1) ( )

(1) ( ) ( ) ( )
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1

1 2 1
1 2

i
i

j

i
i i b b

ψ ψ
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µ α

α

α α α α
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 
 − −
 
 

= − − + +

∑
=

∑ ∑
≤ < ≤ =

 

Table 2. The mean :r nµ of all order statistics from INID SGL type II r.v.,s. 

      2
α

 

1
α

 

1 2 3 4 5 

1 1 0.5 0.333333 0.25 0.2 
2 0.5 -0.16667 -0.41667 -0.55 -0.63333 

3 0.333333 -0.41667 -0.71667 -0.88333 -0.99048 

4 0.25 -0.55 -0.88333 -1.07381 -1.19881 
5 0.2 -0.63333 -0.99048 -1.19881 -1.3377 

Example (3): 

Let 3 1 2 3, , ( 0.5, 1 , 1.5 )
1 2

X X X SGL typ II α α α= = =∼  Theorem 

(2.1) gives 

3 1

2 :3
1

2

2 3

( ) ( 1)

2

j
j

j

j

M t t I

t I t I

−

=

 = −  
 

= −

∑  

From ( 10 ) we get: 

1 2 1 2 3

2 3

2:3

1 3 1 1 3 1

1 2 1 3 2 3

1 2 3

( ) ( , ) 2 ( , )

( , ) ( , ) ( , )

2 ( , )

b bi i

i i b i i i b

M t t t t t t t

t t t t t t t t t

t t t

β α β α

β α α β α α β α α
β α α α

≤ < ≤ = ≤ < < ≤ =

= − − −

= + − + + − + + −
− + + −

∑ ∑ ∑ ∑ ∑ ∑⋯ ⋯

 

1 3 2 31 2
2 :3

1 2 1 3 2 3

1 2 3

1 2 3
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α α α αα α
α ε α α α α

α α α
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Γ Γ + − Γ Γ + −Γ Γ + −= + +
Γ + Γ + Γ +

Γ Γ + + −−
Γ + +

 

1 3 2 31 2
2:3

1 2 1 3 2 3

1 2 3

1 2 3

( 1) ( ) ( 1) ( )( 1) ( )
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( ) ( ) ( )

2 ( 1) ( )

( )

t t t tt t
M t

t t

α α α αα α
α α α α α α

α α α
α α α

Γ + Γ + − Γ + Γ + −Γ + Γ + −= + +
Γ + Γ + Γ +

Γ + Γ + + −−
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`

2:3 2:3( ) (0) 0.105922t Mµ = = . 

3 3

3:3 1 2 1 3 2 3

1 1

2.16667

(1) ( ) ( ) ( ) ( ) ( )

(2) (2.5) (3) (0.5)

i i

i i

µ α α αψ ψ α ψ α ψ α ψ α ψ α

ψ ψ ψ ψ
= =

= + + +

+

− + + +

= − −
=

∑ ∑−
 

Table 3. The mean :r nµ of all order statistics from INID SGL type II r.v.,s. 

        r 

n 
1 2 3 4 5 

2 -2.08333 -0.716667    

3 -1.50000 0.105922 2.16667   

4 -2.45 -1.17106 -0.248413 0.975397  

5 -2.82897 -1.62612 -0.854759 -3069.11 1.02362 

6. Conclusion 

The moment generating function technique is strongly 

recommended for derivation of recurrence relations of 

moments of order statistics from inid r.v.’s for any other 

continuous distributions with cdf in the form: F(x) = 1- 
( )xeλ . Comparison between relative techniques available in 

the literature is also recommended for future study. 
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