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Abstract: In recent times, the phenomenal increase in the population of people and livestock in the world has placed an enormous 

pressure on water and land resources used by both crop farmers and herders alike. Desertification, deforestation and uncertainties in 

climatic conditions in Sub-Saharan Africa have led to massive movements of herders in search of pasture with resultant conflicts 

with local farm communities in the region. The inability to find a lasting solution to these problems has led to persistent cases of 

deteriorating relationships amongst crop farmers and herders which has continued to precipitate hostile consequences including the 

loss of lives, interruption and annihilation of the family units and in some cases, whole communities are destroyed. This research 

attempts to address the problem of inadequate grazing resources by the use of advances in Computational Intelligence Techniques in 

the determination of the optimum maturity of maize, so as to complement for the grazing of livestock in the region. Although the 

challenge inherent in determining the optimum maturity of maize is by no means trivial, the practice was hitherto based on human 

perception, which is a function of experience over time. This paper leverages on the use of Artificial Neural Networks (ANN) 

interfaced with image processing and Convolutional Neural Networks (pre-trained ResNet50 Network) in determining the optimum 

ripeness of the maize crop grown in Sub-Saharan Africa. Results obtained indicated a 3.5% improvement classification accuracy of 

pre-trained ResNet50 over ANN model, providing a stimulus for further research on the subject area. Therefore, this research posits 

that farmers could be sensitized on the possibility of utilizing image processing and neural networks technique in the determination 

of the maturity of maize in the nearest future when made operational. 

Keywords: Artificial Neural Networks, Computational Intelligence, Convolutional Neural Networks, Maize,  

Optimum Maturity, Resnet50 

 

1. Introduction 

The climatic conditions across Sub-Saharan Africa support 

the cultivation of various agricultural products. Farmers of 

agricultural crops are usually natives of such areas or regions. 

Livestock farmers or herders usually migrate from the arid 

regions to the rain forests within Sub-Saharan Africa in search 

of pastures for their livestock. 

In recent times, a phenomenal increase in the population of 

people and livestock in the region has placed enormous 

pressure on water and land resources for both the farmers and 

herders. Desertification, deforestation and changes or 

uncertainties in climatic conditions have also led to massive 

movements of herders in search of pasture resulting to 

conflicts with local farm communities in some parts of the 

region such as in Nigeria [1]. The above has also led to a 

decline in meat and dairy products. 

Establishment of grazing reserves has been suggested by 

experts which could mitigate the conflicts. This has been met 

with resistance and more conflicts, and it encourages little 

pastoralism which may not solve the problem in the long run. 

The use of security personnel, especially the military is 

another measure to contend the issue. This measure is said to 

be ineffective in solving intra-state conflicts in Sub-Sahara 

Africa. Fragmentary sectional methods to the conflict 

situation and livestock development will not serve either. 

The inability to find a lasting solution to these problems has 

led to deteriorating relationships amongst farmers and herders. 
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Hence, there have been hostilities leading to loss of lives, 

interruption and annihilation of the family unit, and in some 

cases, communities are destroyed [2]. 

The global increase in human and livestock population has 

necessitated the increase in food production. Maize is one of 

the many agricultural crops that can be cultivated under 

diverse climatic conditions in Sub-Sahara Africa for its 

carbohydrate, fat and protein contents, besides wheat and rice. 

In developed countries, maize is commonly used as a 

secondary source of food, unlike in Sub-Sahara Africa, where 

it is a staple food [3]. In this regard, maize is consumed in 

different ways, namely: roasted, cooked and refined into flour 

or porridge. 

Amongst crops cultivated in Sub-Sahara Africa, maize 

(which is cultivated under diverse weather conditions) ranks 

highest due to its variety of uses and nutritional contents. The 

entire maize plant is a good source of food for livestock. 

Nevertheless, the plant is often allowed to attain biological 

maturity in Sub-Sahara Africa, where its water and nutritional 

contents are wasted. Before biological maturity, the maize 

kernel is ready for harvest, and the maize plant still retains its 

greenish coloration to some degree. 

Besides its traditional usage, the need to consider the maize 

plant after harvest as an additional source of grazing for 

livestock in Sub-Sahara Africa could always be beneficial. 

This is due to its high energy and water contents, and the fact 

that maize can be cultivated all- year round. Some of its 

varieties have a high content of beta-Carotene for vitamin A 

and as one of the major staple crops that characterise the green 

revolution in the developed world as presented in [4, 5]. Maize 

requires more energy compared to most grain crops during 

photosynthesis, and the yield of its kernel per hectre tends to 

be more than most grain crops as stated by Plessis in [6] and 

reported by Peter et al. in [1]. 

Maize plant contains more foliage than most grain crops 

ranging from as low as eight leaves to twenty leaves, 

occurring in an alternating fashion to provide some degree of 

stability to the plant and equally absorb sunlight from any 

direction for photosynthesis. Maize leaf has the ability to 

absorb water quickly during moist conditions and loses the 

same during adverse conditions. However, the leaves maintain 

a mechanism of bending inward to lessen the excessive loss of 

water during drought and scourging sun [1]. 

Before biological maturity, maize leaves contain a 

substantial amount of nutrients. The stems contain a 

significant amount of water and are still fresh, which can be 

used to feed livestock. Hence, there is a need for farmers to 

harvest maize before biological maturity so that livestock 

graze on the stalk and leaves. 

The readiness of the maize plant for harvest is achievable 

between the hard dough stage and the physiological maturity 

period. In determining the appropriate time for the readiness 

of maize for harvest, the human eye is not very dependable 

due to differences in vision by individuals [7]. The need to use 

Image Processing (IP) method that does not suffer from the 

problem of weariness experienced by human eyes and other 

related problems associated with the human eye like poor 

vision and differences in perception when determining the 

readiness of maize for harvesting at the physiological stage 

becomes eminent. 

Images acquired through the method of IP must be 

classified using a standard and reliable approach which could 

be Supervised Learning Method or Unsupervised Learning 

Technique. The Supervised Learning Approach is adopted in 

this research since the pre-classification of images is essential. 

Artificial Neural Networks (ANN) and Convolutional Neural 

Networks (CNN) are implemented under a supervised 

learning condition due to the universal capability of the Neural 

Networks to approximate any nonlinear function. 

The researchers in [1, 8] attempt to use Computational 

Intelligence Technique in determining the optimum maturity 

of maize by its leaves. However, maize leaf images cannot be 

relied upon since they do not play a significant role in 

determining the optimum maturity of its kernel. This is 

because the leaf’s green coloration is a function of the 

nutrients obtained by the maize plant as well as photosynthesis. 

Also, there is no mention of the variety of maize used in this 

research; varieties of maize exist and are continually modified 

genetically to suit different climatic conditions [9]. Besides, 

the methodology applied to capture maize leaf images does 

not specify the distance and angle at which the camera 

captures the sixty images used in the classification. This 

provides information on the resolution and precision of the 

images captured. In addition, the results obtained show that 

the networks are able to achieve an average accuracies of 80% 

and 100% respectively, which is quite impressive. However, 

the best validation performance graph for the 80% showed 

that there are serious over-fitting and under-fitting on the 

training, validation and test data. The best fit line is not gotten 

by the training, validation and test data set (see Figure 1a). 

While in the case of 100% classification accuracy, the best fit 

line is clearly missed (see Figure 1b). This clearly indicates 

that the classification has a serious problem of over-fitting 

though with 100% classification accuracy. 

 

(a). Source: Peter et al., 2017. 
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(b). Source: Peter & Abdulkadir, 2018. 

Figure 1. Performance (a: Source: Peter et al., 2017; b: Source: Peter & 

Abdulkadir, 2018). 

Finally, in an effort to differentiate the maturity of maize, 

maize crops are planted on different pieces of land and at 

different times. These variations in farmland and planting 

period result in the images acquired from different sources 

which cannot give reliable results. 

In this paper, a comprehensive framework for determining 

the optimum maturity of maize using Computational 

Intelligence (CI) tools and image processing techniques is 

proposed. 

Determining the optimum ripening of maize through the 

application of Computational Intelligence (CI) tools and 

image processing techniques allow for the development of an 

integrated crop-livestock system that is beneficial to both 

farmers and herders. CI is an embodiment of tools such as 

NNs, Fuzzy Logic (FL), Probabilistic Reasoning (PR), Belief 

Networks (BN), Genetic Algorithms (GA), Evolutionary 

Programming (EP) and Artificial Life (AL) as reported in 

[10]. 

Reference [11] states that a CI system handles merely 

numerical data, possess components that are capable of 

recognising patterns, adapt to changes, tolerates faults, utilises 

human speed in the completion of any task, and error 

reduction competence. In this work, Artificial Neural 

Networks (ANNs) and Convolutional Neural Networks 

(CNNs) have been deployed for the purpose of classification 

as they possess most of the attributes of a CI system 

mentioned above. 

The rest of the paper is organised as follows: Section 2 

presents the review of related works; Section 3 presents the 

detail of the methodology, while Section 4 narrates the details 

of the results and discussions. The paper is concluded in 

section 5 with a summary of the research findings pointing the 

way for future research on the subject area. 

2. Review of Related Works 

To improve the modeling supremacy of NNs, ANNs which 

simulates biological neurons in a restricted way have been 

extended to CNNs. CNNs are the utmost representation of 

supervised learning models which apply filter or mask kernel 

or template window on each input for the purpose of 

classifications. This section reviews related works in the 

detection and or classification of agricultural products using 

Computational Intelligence /Machine Learning tools. 

In recent times, much work has been conducted in the 

classification of agricultural products using Machine Learning 

Techniques. In [12], Yulcin and Razavi report the use of CNN 

in the classification of 16 plant species of cherries, beans, 

pomegranates, apricot, and so on using camera images of 

1,200 agricultural stations in Turkey and obtain 97.47% 

accuracy. In the same vein, CNN was applied in the detection 

and classification of about 6000 leaf images obtained from a 

natural environment. Over 5000 leaf images are used as 

training set and about 1000 leaf images for validation 

purposes. The leaves are categorised into four labels: bacterial 

spot, yellow leaf curl, late blight and healthy leaves. 

Classification accuracy of 99.32% is reported in [13]. In [14], 

Prashar et al. report that cotton farmers in India lose about 

10%-20% annual profit due to diseases that affect the crop. 

They use the Overlapping Pooling Technique in CNN with 

Multilayer Perceptron (MLP) in detecting infected and healthy 

leaves of the American cotton leaf disease in order to mitigate 

the problem of profit loss in the cotton industry. A 96% 

detection accuracy is achieved by the CNN model. 

In [15], Boulent et al. use three types of data sets depending 

on their complexity in the automatic identification of plant 

diseases: The first image samples are captured under 

controlled situations where the leaves are placed on the same 

background and brightness. The second image samples are 

taken under unrestrained conditions and focus is made on 

specific plant organ. The last image samples are taken in 

unrestrained situations too but there is no special emphasis on 

any plant organ. The paper report that in research work 

relating to detection and classification of crop diseases, CNN 

generates a supreme performance and can handle complex 

situations relating to image processing and classification. The 

potentials of CNN can equally make them to be part of 

operational tools, even though certain measures need to be 

taken into consideration. 

In [16], Jiang et al. propose a novel detection approach that 

uses a deep-CNNs derived from Single-Short multi-box 

Detector (SSD), GoogleNet Inception module in order to 

enhanced the extraction potential. Finally, Rainbow 

hybridisation approach in R-SSD is incorporated to enhance 

the feature fusion performance by using several angle feature 

fusions. The improved model called INAR-SSD generate an 

average detection precision of 78.80% when applied on the 

real time detection of five apple leaf diseases viz: Rust, 

Mosaic, Alternaria leaf spot, Grey spot and Brown spot. 

In [17], Lin et al. propose a matrix-based CNN (M-bCNN) 

that solves the problem of disappearing gradient and 

over-fiting of data; that is achieved by the parallel 

arrangement of the convolutional layers in matrix form and 

the incorporation of DropConnect, Local response 

normalisation, exponential proportionate unit, and so on. The 
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experimental samples are 16652 images comprising of 8 

categories. The images are later augmented to 83260 images. 

They report a 96.5% validation and 90.1% testing accuracies 

in the image classification of fine-grained wheat leaf diseases. 

Hence, they claim that M-bCNN outperforms Alexnet and 

VGG-16 pre-trained networks. 

In order to detect wheat mite, a common and dangerous pest 

that affects wheat growth, in [18], Li et al. integrate the CNN 

of Zeiler and Fergus with region proposed Network having 

non-maximum suppression to eliminate overlapping 

detections. The approach reports a mean accuracy detection 

precision of 88.5%. 

The health of crops and their yields are proportional. The 

heathier a crop the more its yield. In order to improve on the 

yield of grape plant, Suresh et al. in [19] perform a 

comparative analysis using three different CNN architectures 

viz: RestNet v2 50, Inception v3 and MobileNet v2 on three 

different optimisers viz: Adagrad, Adadetta and Adam to 

detect and classify three grape diseases viz: black rot, measles 

and blight. The results showed that Inception v3 has the best 

classification accuracy of 99.9% followed by mobileNet v2 

with 99.3%. 

In [20], Yang et al. state that significant and unrecovered 

loss in corn yields can be caused by cold effect on corn 

seedlings or any crop. The corn seedling varieties with high 

resistance to cold stress are better utilised for cultivation. CNN 

was used to extract spectral features under 

noticeable-close-infrared distance in approximating cold 

damage of corn seedlings. The CNN detected cold damage 

level of PH207 as 20%, W22 as 41.8%, BxM as 25.6%, Mo17 

as 14% and B73 as 25.6% of corn seedlings varieties. There is 

a high correlation coefficient of 0.8219 with the results 

obtained by chemical method. 

Saleem et al. in [21] state that CNN possesses great 

potentials for improved accuracy in the detection and 

classification of plant diseases. 

To achieve automation in harvest management, in [22], 

Gonzalez et al. report the use of a network that depends on 

Mask R-CNN in the detection of blueberry images. ResNet50, 

ResNet101 and MobileNetv1 are equally verified on the data. 

ResNet50 give the best outcome of 0.759 mean average 

precision of 0.759 on a threshold of 0.5 of intersection over 

union error. 

K-Means Clustering algorithm (FCM-KM) and Faster 

R-CNN Fusion are applied on 3010 images of rice for the 

rapid detection of rice blast, bacterial blight and sheath blight 

diseases. The result shows a disease detection accuracy of 

96.71% for rice blast, 97.55% for bacterial blight and 98.26% 

for sheath blight of rice as reported in [23] by Zhou et al. 

In [24], Elhassouny and Smarandache report an inspiration 

from MobileNet CNN to recognise 10 common types of 

Tomato leaf diseases. Their results show that the lower the 

learning rate the more the accuracy of recognition of the 

diseases. 

Li et al. in [25] develop a technique for Soya beans counting 

in order to improve crop breeding. The technique is formed 

from the combination of density approximation and CNN 

techniques. The results obtained show that the approach 

would be promising on precision task of future breeding. 

Convolution Neural Networks (CNNs) and Gated 

Recurrent Unit Networks (GRU) are implemented in 

distinguishing unclear crop differences. Results obtained from 

several temporal data show that the approach obtained the best 

performance, particularly on the classes with common 

phonological rules as reported in [26] by Li et al. 

The average of 99.58% prediction accuracy for optimising 

maize yield in a plantation is achieved by a CNN model 

developed for image recognition in [27] by Abdullahi et al. 

Li et al. in [28] enhance the performance of CNN by 

changing the number of Convolution layers and the Pooling 

layers in models such as VGG, AlexNet, and CaffeNet in the 

classification of distant sensing scene and their results 

confirmed that the number of layers are directly proportional 

to the accuracy of the model as reported by Sinha et al. and 

Haryanto et al. in [29] and [30] respectively. In the same vein, 

in [31], Zhang et al. determine the accuracy and scalability of 

Tomato ripeness employing the use of CNN in the design of 

Tomato reaping robot for classification and prediction. Their 

results show a 91.9% and <0.01s accuracy and prediction time 

respectively. They equally recommend the use of CNN in 

related research areas. 

In the segmentation and classification of several organs in 

the medical discipline, Harouni et al. in [32] proposed a 

universal network model based on Unet architecture of CNN 

that has the potential of segmenting unalike organs in diverse 

modalities, resolve segmentation and classification issues 

concurrently. Their work report 99% accuracy in classification 

and a mean dice score of 89% in the accuracy of the 

segmentation. 

In [33], Xia et al. report that ANN outperforms Support 

Vector Machine (SVM) in the hyperspectral identification and 

classification of two Rape varieties of oilseeds: Ning You 22 

and NingZa 19. In like manner, Hu et al. in [34] reported that 

though Time Series images with the potential to describe 

periodical features of agricultural crops due to their great 

progressive tenacity do not essentially generate better 

classification accuracy. Other application of CNN can be seen 

in [35] as reported by Do et al. as it is used for face and 

non-face classification. 

In summary, it can be seen that NN has a high promising 

potential in the classification of agricultural crops as well as 

other objects, hence its application. This work is an extension 

and improvement on the work reported by Peter et al. in [1] 

and Peter and Abdulkadir in [8]. Moreover, to the best of our 

knowledge no one has done a work of this nature. 

3. Methodology 

In this section, a description of the basic materials and 

techniques applied in the research are presented. Prime among 

the materials are the maize variety cultivated, the climatic 

condition, the selection of farming site, land preparation, the 

maize comb images collected and the image acquisition tools. 

Furthermore, the techniques used for the image processing as 
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well as its classification are also presented in this section. 

3.1. Maize Variety 

The advancement in science, specifically crop science has 

led to the improvement of the classical maize varieties into 

different potent species suitable for different climatic 

conditions. In this research, SAMAZ 17 maize seedling 

variety that is highly resistant to drought, striga conditions and 

contain a good amount of protein is used for cultivation of the 

farm land [9, 36]. 

3.2. Climatic Condition 

The maize variety SAMAZ 17 is cultivated under a tropical 

climate with an average daily temperature of 83°F in the 

months of June to October. The rain fall has a probability 

greater than 0.46 inches within the period of June to October 

as reported in [37] by Gelaro et al. 

3.3. Farming Site Selection and Preparation 

The site for the cultivation of SAMA17 is a three-hectre 

farm land having very good drainage. Glyphosate is applied to 

destroy weeds and the land is left for two weeks before 

plowing, harrowing and ridging to ensure that glyphosate does 

not affect the maize seeds. 

3.3.1. Pre-emergence 

In the second day after planting the maize seed (SAMA17), 

2.5 litres of Paraquat and 5 powder sachets of Combi plus are 

diluted in 1 litre of water and the solution applied per hectare 

to ensure that those weed seeds that have been disperse by the 

wind into the farm land after the 2 weeks of the application of 

glyphosate has expired are destroyed. 

3.3.2. Post-emergence 

After the emergence or germination of the maize seeds 

planted, 2 litres of guard force (selective herbicide for maize) 

and a sachet of guard force are applied per hectare as herbicide. 

Two weeks after the planting, 3 bags of NPK are applied per 

hectare. In the fifth week, 3 bags of NPK are applied again. 

Finally, at the eighth week 2 bags of Urea are applied to the 

maize farm per hectre. 

3.4. Image Collection 

Over one thousand maize comb images (see Figure 2a) are 

first collected at the tenth week using a digital camera 

FINEPIX Z35 FUJIFILM Full High Definition Charge 

Couple Device (CCD) at 90° and about 3 inches distant from 

the maize comb with its flash light on. These particular maize 

plants are marked to ensure consistency in the samples that are 

later collected. In the eleventh week, another set of over one 

thousand maize comb images (see Figure 2b) are collected. 

Furthermore, finally, in the twelfth week, another set of over 

one thousand comb images (see Figure 2c) are collected using 

the same approach. The tenth, eleventh and twelfth weeks’ 

period represents the different maturity periods of soft dough 

stage, hard dough stage and the optimum ripening stage 

respectively. 

3.5. Hardware Software Experimental Setup 

The experiment is performed on Windows7 Ultimate 64-bit 

Operating System Service Pack1. The processor is Intel® 

Core (TM) i7, 2620M CPU @2.70GHz. The RAM is 8.00GB 

and HDD is 500GB. The MATLAB scripts and Toolbox are 

implemented on MATLABR2018a. 

3.6. Image Processing 

The images acquired are replicated into two parts, for use in 

training ANN model and CNN pre-trained Restnet-50 

Network. 

3.6.1. Image Processing for ANN 

In an effort to enhance the focusing of the region of interest 

on the images, Paint-Brush software is used in rescaling the 

images to a sizeable dimension. A MATLAB script is 

developed and used to convert images from Red, Green and 

Blue (RGB) to Hue, Saturated and Value (Intensity) (HSV) 

colour models respectively. The individual components of 

HSV is extracted and then randomly de-noised to maintain its 

key features. 

In order to improve the image quality, the value component 

of HSV colour model (i.e. the intensity) of each image is 

sharpened to preserve the originality of the image. 

 

Figure 2. Different Stages of Maize Comb Image. 

The sharpened images are later combined with the hue and 

saturated components of the respective images in order to 

realise the target objectives 

In maintaining the precision and identification of images, 

colour and texture characteristics are applied for the purpose 

of classification. For the colour feature, mean and standard 

deviation of the HSV colour model are used after converting 

the RGB colour model to HSV colour model. In the case of the 
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texture feature, Grey Level Co-occurrence Matrix (GLCM) is 

used to create a gray-level co-occurrence matrix from the 

images. The standard deviation of the statistical properties 

(Contrast, Correlation, Energy and Homogeneity) of the 

GLCM are obtained. 

The features used in ANN are the mean and standard 

deviation of the HSV colour model which comprises of 6 (six) 

features and the standard deviation of Contrast, Correlation, 

Energy and Homogeneity being the statistical properties of the 

GLCM. There are a total of 10 (ten) features (elements) of 

3000 data used as input 

3.6.2. Image Processing for ResNet50 

A MATLAB script is developed and used for the image 

processing and classification scheme. 

Pre-trained Restnet-50 Network takes input size of [224, 

224, 3] which means image dimension of 224 X 224, and 3 

channel images. The gray scale images are converted to RGB 

colour model to suit the channels. 

Each layer of the CNN produces a response. However, not 

all of the layers are suitable for image extraction. Layers at the 

beginning captures basic image features such as edges and 

blurred. 

In order to improve the images for the CNN, the weights for 

the second convolutional layer are converted from matrix to 

gray image. The features extracted are processed by deeper 

network layers which combine the earlier features to form 

higher level image features. These higher level features are 

better suited for image recognition task because they 

combined all the primitive features into richer image 

representations. Additional features are extracted from one of 

the deeper layers, in particular the fully connected layer 1000 

before the classification layer which is referred to as “fc1000” 

in pre-trained Resnet-50 Network by using activation 

methods. 

3.7. Classification Scheme for ANN 

The prediction of the inputs class is based on 3000 samples 

of 10 elements and the targets class based on 3000 samples of 

3 elements. The 3000 samples are divided into 3 parts of 2100 

samples (70%) for training, 450 samples (15%) each for 

validation and testing respectively. 

The training function used is scaled conjugate gradient 

backpropagation due to its suitability in low memory 

situations. The number of hidden layers are 35 hidden layers. 

3.8. Classification Scheme for CNN 

The input class are 3000 samples randomly divided into 

training features of 1000×2100 being 70% and randomly 

divided into test features of 1000×900 being 30%. 

The labels of the training set are trained using the function 

called Fit-Class Error Correcting Output Codes (FitCECOC). 

The function returns a full trained multiclass error correcting 

output coding model. The function uses ( 1) / 2K K −  binary 

SVM models. K = # unique class labels. 

The coding design is one versus all coding and the learner is 

a linear classification. 

4. Results and Discussion 

This section presents the results of the research findings. 

Figure 3 is the all confusion matrix of the results obtained 

using the ANN model for classification. The average 

classification accuracy for the ANN model is 64.5%. This 

result seems to be far lower than that obtained in [1, 8]. 

 

Figure 3. ANN Confusion Matrix. 

 

Figure 4. Confusion Matrix of Restnet-50. 

 

Figure 5. ANN Performance. 
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Figure 6. ANN ROC. 

However, when Figure 1a, Figure 1b and Figure 5 are 

compared in terms of performance, it is clear that the fitness 

level obtained in Figure 5 is preferable than that reported by 

the authors in [1, 8]. In addition, the average accuracy of 

64.5% obtained is due to the similarity index of the data 

samples used in both the training, validation and testing sets 

are the same, except that the images are captured at different 

time intervals. 

In Figure 6 the Receiving Operating Characteristics (ROC) 

tends towards the true positive rate which is an indication that 

the classifier is not only effective but efficient. 

Figure 4 presents 68% classification accuracy recorded 

amongst others from the script developed in MATLAB for 

pre-trained ResNet-50 Network. A 3.5% improvement over 

ANN model was achieved. This shows that the ANN model’s 

prediction is quite valid considering that ResNet-50 has a fully 

connected 1000 layers (fc1000) before the classification layer 

based on the architecture of CNN which is expected to 

ordinarily outperform a classical NN containing only 

thirty-five (35) hidden layers before the output layer. 

5. Conclusion 

This paper addresses the challenges inherent in determining 

the optimum maturity of maize crops especially those grown 

in Sub-Sahara Africa. Two approaches are employed for the 

classification namely, ANN and CNN (pre-trained Network 

Resnet50). In ANN three datasets each comprising of a 

thousand data samples are obtained and preprocessed using 

image processing tools. Seventy percent (70%) of the sample 

was used to train the network; fifteen percent (15%) was used 

for validation and the remaining fifteen percent (15%) was 

used to test the ANN model. The resultant datasets serve as 

input to the ANN. The resulting classification result of the 

ANN model gave 64.5% average accuracy with a near perfect 

fit as seen in Figure 4. In Resnet50 the same three data sets are 

used except that there is no preprocessing of the sample 

images. Seventy percent (70%) of the sample was used to train 

the network; remaining thirty percent (30%) was used to test 

the pre-trained Resnet50 Network. The results obtained from 

Resnet50 show an improvement of 3.5% above the ANN 

model. 
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It is noteworthy that the results presented in this paper are 

based solely on the images of the maize comb acquired at 

different levels of maturity. Focus will be placed in the future 

on other parts of the maize plant in determining the maize 

optimum maturity. 

Data Availability 

The maize comb image data used to support the findings of 

this research are available from the corresponding author upon 

request. 

Conflict of Interest 

The authors declare that there is no conflict of interest 

regarding the publication of this paper. 

Funding Statement 

This work was supported by Tertiary Education Trust Fund 

(TET Fund) of Nigeria under Institutional Based Research 

(IBR) Grant 2018. 

Acknowledgements 

The authors wish to acknowledge the Almighty God for the 

inspiration to undertake the research. Moreover, the authors 

wish to acknowledge the contributions of Zachariah 

Babangida and Barna Thomas Lass in the Department of 

Computer Science, Kaduna State University, Kaduna, Nigeria 

who proved invaluable in shaping the outcome of this research. 

Mention must also be made of the invaluable support of Mrs. 

Peter Ayuba who was instrumental in the data gathering phase 

of the research. 

 

References 

[1] A. Peter, S. Abdulkadir, and U. F. Abdulhamid, “Detection of 
optimum maturity of maize using image processing and 
artificial neural networks,” Science. World Journal., vol. 12, no. 
2, pp. 24-27, 2017. 

[2] I. A. Gambari, “Solution to Farmers’ Herders Conflict,” 
UNIUYO New Bulletin, vol. 41, no. 3, pp. 4-6, Sept - Dec. 20. 

[3] A. B. Olaniyan, “Maize: Panacea for Hunger in Nigeria,” 
African. Journal. of Plant Science., vol. 9, no. 3, pp. 155-174, 
2015. 

[4] T. Muzhingi, T. H. Gadaga, A. H. Siwela, M. A. Grusak, R. M. 
Russell, and G. Tang, “Yellow maize with high beta-carotene is 
an effective source of vitamin A in healthy Zimbabwean men,” 
American. Journal of Clinical Nutrition., vol. 94, no. 2, pp. 
510-9, 2011. 

[5] P. L. Pingali, “Green Revolution: impacts, limits, and the path 
ahead,” Proceedings of the National Academic of Science of the 
United States of America, pp. 12302-12308, 2012. 

[6] J. Plessis, (2003). “Maize production,” ARC-Grain Institute, 
Potchefstroom 2520. Directorate Agricultural Information 

Services, Pretoria, South Africa, pp. 2-38, 2003. Retrieved 
from http://www.nda.agric.za/publication on 13 April, 
2017. 

[7] D. J. Damiri, and C. Slamet, “Application of image 
processing and artificial neural networks to identify ripeness 
and maturity of the lime (citrus medica),” International 
Journal of Basic and Applied. Science, vol. 01, no. 02, pp. 
171-179, 2012. 

[8] A. Peter and S. Abdulkadir, “Application of image processing 
and neural networks in determining the readiness of maize,” 
Proceedings of International Conference on Machine Learning 
and Soft Computing (ICMLSC 2018) February 2-4, 2018, 
ACM, pp. 104-108. 

[9] L. L. Garba and O. A. T. Namo, “Productivity of maize hybrid 
maturity classes in savanna agro-ecologies in Nigeria,” African 
Crop Science Journal. vol. 21, no. 4, pp. 323-335, 2013. 

[10] A. Konar, Computational Intelligence: Principles, Techniques 
and Applications, Springer Berlin Heidelberg New York, pp. 
4-5. 2005. 

[11] J. C. Bezdek, “What is Computational Intelligence?” In 
Computational Intelligence Imitating Life, Zurada, J. M., 
Marks, R. J. and Robinson, C. J. (Eds), IEEE Press, NY, 1994, 
pp. 1-2. 

[12] H. Yulcin and S. Razavi, “Plant classification using 
convolutional neural networks,” in Agro-Geoinformatics (Agro 
Geoinformatics), 2016 Fifth International Conference on IEEE, 
2016, pp. 1–5. 

[13] V. Suma, R. A. Shetty, R. F. Tated, S. Rohan and T. S. Pujar, 
“CNN based leaf disease identification and remedy system” 
Proceedings of Third International Conference on Electronics 
Communication and Aerospace Technology. (ICECA 2019). 
IEEE Conf. Record #45616; IEEE Xplore ISBN: 
978-1-7281-0167-5, pp. 395-399. 

[14] K. Prashar, R. Talwar and C. Kant, “CNN based overlapping 
pooling method and multi- layered learning with SVM & KNN 
for American cotton leaf disease recognition,”2019 
International Conference on Automation, Computational and 
Technology Management (ICACTM) Amity University, 2019 
IEEE, pp. 330-333. 

[15] J. Boulet, S. Foucher, J. Theau and P-L. St-Charles 
“Convolutional neural networks for the automatic 
identification of plant diseases,” Frontier in Plant Science vol. 
10, no. 941. pp. 1-15. 2019. 

[16] P. Jiang, Y. Chen, B. Liu, D. He, and C. Liang, “Real-time 
detection of apple leaf diseases using deep learning approach 
based on improved convolutional neural networks” IEEE 
Access, Special Section on Advancement Optical Image for 
Extreme Environments, IEEE Access, Multidisciplinary 
Rapid Review Open Access Journal., vol. 7, pp. 59069-59080, 
2019. 

[17] Z. Lin, S. Mu, F. Huang, K. Abdulmateen, M. Wang, W. Gao, 
and J. Jia, “A unified matrix-based convolutional neural 
network for fine-grained image classification of wheat leaf 
diseases” IEEE Access, Multidisciplinary Rapid Review Open 
Access Journal, vol. 7, pp. 11570-11590, 2019. 

[18] W. Li, P. Chen, B. Wang and C. Xie, “Automatic localization and 
count of agricultural crop pest based on an improved deep learning 
pipeline” Science. Report, vol. 9 no. 7024, pp. 1-11, 2019. 



 American Journal of Neural Networks and Applications 2020; 6(1): 1-9 9 

 

[19] G. Suresh, V. Gnanaprakash, and R. Santhiya. “Performance 
analysis of different cnn architecture with different optimizers 
for plant disease classification,” 2019 5th International 
Conference on Advanced, Computing and Communication 
Systems (ICACCs) 2019 IEEE, pp. 916-921. 

[20] W. Yang, C. Yang, Z. Hao, C. Xie, and M. Li, “Diagnosis of plant 
cold damage based on hyperspectral imaging and convolutional 
neural network,” IEEE Access, Multidisciplinary Rapid Review 
Open Access Journal, vol. 7, pp. 118239-118248, 2019. 

[21] M. H. Saleem, J. Potgieter and K. M. Arif, “Plant disease 
detection and classification,” Plants 2019, vol. 8, no. 468, pp. 
1-24. 

[22] S. Gonzalez, C. Arellano and J. E. Tapia, “Deep blueberry: 
Quantification of blueberries in the wild using instance 
segmentation,” IEEE Access, Special Section on New 
Technology for Smart Farming 4.0: Research Challenges and 
Opportunities, IEEE Access, Multidisciplinary Rapid Review 
Open Access Journal., vol. 7, pp. 105776-105788, 2019. 

[23] G. Zhou, W. Zhuo, A. Chen and M. He, “Rapid detection of rice 
disease based on FCM-KM and faster R-CNN fusion,” IEEE 
Access, Multidisciplinary Rapid Review Open Access Journal., 
vol. xx, pp. 1-19, 2019. 

[24] A. Elhassouny and F. Smarandache, “Smart mobile application 
to recognize tomato leaf diseases using convolutional neural 
networks,” IEEE/ICCSRE, 22-24 July, 2019, Agadir, Morocco, 
2019, IEEE, pp. 1-4. 

[25] Y. Li, J. Jia, L. Zhang, A. Khattak, S. Sun, W. Gao and M. Wang, 
“Soybean seed counting based on pod image using two-column 
convolution neural network,” IEEE Access, Multidisciplinary Rapid 
Review Open Access Journal, vol. 7, pp. 64177-64185, 2019. 

[26] Z. Li, G. Chen, and T. Zhang, “Temporal attention networks for 
multitemporal multisensor crop classification,” IEEE Access, 
Multidisciplinary Rapid Rev. Open Access Journal., vol. 7, pp. 
134677-134690, 2019. 

[27] H. Abdullahi, R. Sheriff, and F. Mahieddine, “Convolution 
neural network in precision agriculture for plant image 
recognition and classification,” in 2017 Seventh International 
Conference on Innovation, Computing Technology (Intech.), 
IEEE, Londr´es, 2017, pp. 1–3. 

[28] E. Li, J. Xia, P. Du, C. Lin, and A. Samat, “Integrating 
multilayer features of convolutional neural networks for remote 
sensing scene classification,” IEEE Transaction on Geoscience 
and Remote Sensing, vol. 55, no. 10, pp. 5653–5665, 2017. 

[29] T. Sinha, B. Verma, and A. Haidar, “Optimization of 
convolutional neural network parameters for image 
classification,” in Computational. Intelligence. (SSCI), 2017 
IEEE Symposium. Series on. IEEE, 2017, pp. 1–7. 

[30] T. Haryanto, I. Wasito, and H. Suhartanto, “Convolutional 
neural network (CNN) for gland images classification,” in 
Information & Comm. Technol. and System (ICTS), 2017 11th 
International Conference on IEEE, 2017, pp. 55–60. 

[31] L. Zhang, J. Jia, G. Gui, et al., “Deep learning based improved 
classification system for designing tomato harvesting robot,” 
IEEE Access, Special Section on AI-Driven Big Data 
Processing: Theory, Methodology and Applications. IEEE 
Access, Multidisplinary Rapid Review Open Access Journal, 
Vol. 6, pp. 67940-67950, 2018. 

[32] A. Harouni, A. Karargyris, M. Negahdar, D. Beymer, and T. 
Syeda-Mahmood “Universal multi-modal deep network for 
classification and segmentation of medical images,” 2018 
IEEE 15th International Symposium on Biomedical Imaging 
(ISBI 2018) April 4-7, 2018, Washington, D. C., USA, pp. 
872-876. 

[33] J. Xia, Y. Yang, H. Cao, et al., “Hyperspectral identification and 
classification of oilseed rape waterlogging stress levels using 
parallel computing,” IEEE Access, Multidisciplinary Rapid 
Review Open Access Journal, vol. 6, pp. 57663-57675, 2018. 

[34] Q. Hu et al., “Extending the pairwise separability index for 
multicrop identification using time-series MODIS images”, 
IEEE Transaction on Geoscience and Remote Sensing vol. 54, 
no. 11, pp. 6349-6361, Nov., 2016. 

[35] N. Do, S. Kim, H. Yang, G. Lee and I. Na, “Face Tracking with 
Convolutional Neural Network Heat Map,” Proc. Of Inter. 
Conf. on (Machine Learning and Soft Computing ICMLSC, 
2018) February 2-4, 2018, ACM, pp. 41-44. 

[36] Y. Garba, B. Ahmed, M. D. Katung, A. F. Lawal and H. N. 
Abubakar, “Profitability of striga tolerant maize variety 
(SAMMAZ 17) amongst smallholder farmers in Lapai, Niger 
State, Nigeria,” South African Journal of Agricultural. 
Extension, vol. 45, no. 1, pp. 1-9, 2017. 

[37] R. Gelaro, W. McCarty, M. J. Suarez, et al., “The modern-era 
retrospective analysis for research and applications, Version 2 
(MERRA-2),” Journal of Climate vol. 30, pp. 5419-5454, 2017. 

 


