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Abstract: This paper use the neural network model to an epidemiological study, i.e. bovine tuberculosis (bTB) occurrence in 
cattle herds, together with well-established risk factors in the area known as West Wicklow, in the east of Ireland. The binary 
target variable is whether the herd is in the restricted status, which is defined by whether any bTB reactor is detected in the herd. 
To estimate the parameters and prevent over-fitting in neural network model fitting, the observations are divided into three part of 
Training data set, Validation data set, and Test data set. By analysis on the lift charts on test data set, the fitted neural network 
model can be used to enhance practice efficiency. 
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1. Introduction 

Neural network model is also regarded as artificial neural 
networks, and it is widely used in a lot of fields as a statistical 
learning model. The neural model is inspired by the biological 
neural net, and it is a predictive method with higher precision 
and larger computation costs comparing with logistic 
regression model and decision tree model. Neural network 
models are used to estimate weights and functions in the 
network depending on a large number of inputs and outputs. 
The flow chart of neural model are shown in Figure 1 and 
Figure 2. In the figure 1, the input and output are similar to the 
independent and dependent variable in regression models 
respectively. The hidden layer is the unique part of neural 
model, and it may have several hidden layers in a neural model. 
Each circle in the hidden layer is called a hidden layer node. In 
general, one hidden layer is adequate for the estimation 
precision. More hidden layers may increase the prediction 
precision but the computation cost increases exponentially. 

Figure 2 is the detailed connection for all inputs, a hidden 
layer node and the output. As shown in Figure 1 and 2, the 
inputs are firstly weighted linear combined and then 
transferred to each hidden layer node. In each hidden layer 
node, a transfer function (often nonlinear function) is applied 
on the linear combination and then the results are passed to the 
output layer. Similar to the inputs, all the computation results 
from each hidden layer node are also linear combined and pass 

to the output. In the output node, an activation function is also 
applied to the linear combination from hidden layer nodes and 
then output the final results. Generally speaking, linear 
activation function is used for continuous target output, while 
nonlinear activation function is for discrete target variable. 

The epidemiological study in this paper is based on 
aggregated bovine tuberculosis (bTB) data in cattle herds from 
2005 to 2009, together with well-established risk factors in the 
area known as West Wicklow, in the east of Ireland. The bTB 
data is from the first author’s Ph.D thesis, and the other related 
part of the bTB study has been published in Veterinary Record 
(2013). 

 

Figure 1. The general flow chart of neural network model with input layer, 

hidden layer and output layer. 
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Figure 2. The mathematical functions in the link of all inputs, a hidden layer 

node and output in a neural network model. 

Bovine tuberculosis (bTB), caused by infection with 
Mycobacterium bovis, affects approximately 0.3% of cattle 
annually in Ireland, with 18,531 reactor cattle identified in 
2011. This has major financial implications both for the 

farmer whose herd is restricted from trading and cattle 
slaughtered, and for the exchequer that compensates the 
farmer and implements measures to control the disease. Data 
for the bTB study were obtained from three sources: herd data 
from the national databases of bTB testing herd and animal 
history (Animal Health Computer System, AHCS); land usage 
from Herdfinder, a unique multi-layered purpose built spatial 
mapping system whereby farms shapes submitted by farmers 
to DAFM under the EU Single Farm Payment Scheme are 
recorded and weather data from Met Éireann, all for West 
Wicklow. Both AHCS and Herdfinder databases use the same 
herd ID number so that farm, geographic location and testing 
data may be linked. The spatial distribution of herds and 
rainfall stations, and the study areas is shown in Figure 3. 

 

Figure 3. The spatial distribution of herd observations and rainfall stations. Out of 14 rainfall stations, nine were the nearest to any one herd and they are shown 

in the map indexed by station numbers. The station names and numbers were: Hacketstown (1), Castledermot (2), Glen of Imaal (3), Glenmacnass (4), Glenbride 

Lodge (5), Ballymore (6), Blessington (7), Glenasmole D (8), and Brittas (9). The dashed lines in the map are contour lines with 100 metres intervals, i.e. joined 

points are equal to 100 metres height above the sea level. 

2. Neural Network Modelling 

A neural network model was built to predict bTB incidence 
in cattle herds based on the potential risk factors (explanatory 
variables) from 2005 to 2009. The herd target variable is 

binary, indicating whether any bTB reactor is detected in the 
herd, and the herd with target value 1 is with restriction status. 
So the response variable Y�� is binary: restriction status of the 
ith  herd in year j  (1=restricted, 0=not restricted), where 
j = 1,⋯ ,5 denoting the years 2005-2009. The correlations 
between the inputs and between the observations from 
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different herds and years are no need to consider in the neural 
network model, which is an advantage of using this model. For 
an observation, the potential risk factors are the inputs in the 
Figure 1, and the herd status is the output in the Figure. There 
are more than 30 explanatory variables and it is unreasonable 
to put all them in model building. The associations between 
the response variable	Y and each explanatory variable in a 
univariate analysis are firstly examined using Spearman’s 
rank correlation coefficient. Many explanatory variables were 
skewed and outliers were present and Spearman’s rank 
correlation was chosen as it is not sensitive to outliers. 
Explanatory variables are considered for inclusion in the 
network model if an association significant at the 0.1 level was 
found from the univariate analysis. 

In the neural network model, only one hidden layer with 3 
node is used. A weighted sum of the inputs for the ijth 
observation with p explanation variable for the first unit in the 
first hidden layer is calculated as 

���� = ��� + ������� +⋯+ �������      (1) 

where ���, ���, … , ��� are the weights to be estimated by the 
iterative algorithm to be described later, and ��� is called the 
bias. The weighted sum of the inputs for the ijth observation 
for the other two units is similar to the equation (1) but with 
different weight. The hyperbolic tangent transfer function is 
applied to weighted sum in each node, and it is 

H = tanh��� = ���� �!���	�! �
���� �"���	�! �.         (2) 

The effect of this transformation is to map values of �, 
which can range from −∞ to +∞ , into the narrower range of 
−1  to +1 . For the computation in the output layer, the 
algorithm is similar to that in hidden layer, except that only 
one output node is used here. The weighted linear sum is 
similar to equation (1), but the explanation variables are 
changed to be the results of transfer functions, and updated 
with new weights. Because the target variable is binary and 
the weighted linear sum combined in this node is range from 
−∞ to +∞, a logistic activation function is used to output the 
final result, i.e., $�� , the probability of %�� = 1. 

To estimate the parameters and prevent over-fitting in 
neural network model fitting, the observations are divided into 
three part of Training data set (50%), Validation data set (30%), 
and Test data set (20%). The Training data set is used for 
preliminary model fitting, and the Validation data set is used 
for selecting the optimum weights. The weights are estimated 
iteratively using the training data set in such a way that the 
error function is minimized. In the case of bTB response data, 
the following Bernoulli error function is used: 

E = −2∑ )*��+, -./
0./ + �1 − *���+, �!-./

�!0./1�,� .     (3) 

Each iteration yields a set of weights, and each set of weight 
defines a model. Validation data set are used to choose the 
models defined by training data. The average squared error are 
set to be model selection criterion, and the algorithm selects 

the set of weights that results in the smallest error where the 
error is calculated from the Validation data set. Since both the 
Training and Validation data sets are used for parameter 
estimation and parameter selection, respectively, an additional 
holdout data set is required for an independent assessment of 
the model. The Test data set is set aside for this purpose. 
Models were fitted using the Logistic procedure and 
Enterprise Miner in SAS version 9.4 (SAS Institute Inc., Cary, 
NC, USA). 

3. Results 

From 2005 to 2009, there were 609 distinct herds in the 
study, giving 2666 observations. Table 1 presents the number 
of herds and the percentage restricted on an annual basis, and 
the total herds and percentage restricted for each year keep 
stable and are around 540 and 4% respectively. In the 
univariate analysis, herd bTB restriction status was 
significantly associated with 15 explanatory variables (Table 
2). The remaining variables which were not significantly 
associated herd bTB restriction status are deleted from next 
model fitting. In the neural network model fitting, the 
significant variables are included. 

Table 1. Number of herds and percentage of these herds with confirmed 

restrictions for tuberculosis in West Wicklow, Ireland from 2005 to 2009. A 

herd was considered restricted if any bTB reactor was found on any bTB test 

in the year. 

Year Total herds 
Number of 

restricted herds 

Percentage 

restricted* 

2005 555 25 0.045 
2006 550 22 0.04 
2007 530 17 0.032 
2008 517 29 0.056 
2009 514 29 0.056 

*Percentage restricted= Number of herds restricted/ Total number of herds. 

Table 2. Spearman’s rank correlation between explanatory variables and 

herd bTB restriction status (1=restricted, 0=not restricted). The variables 

with p value<0.1 are listed in Table 2. A1, A2, A3, P1, P2, and P3 were the 

amplitude and phase of the first, second, and third annual cycle of change 

related to monthly average temperature and monthly average vapour 

pressure deficit (VPD) respectively. 

Explanatory variables 
Spearman’s 

correlation coefficient 
P value 

Herd size 0.14 <.0001 
Presence /absence of commonage 0.03 0.08 
Total farm area 0.11 <.0001 
Total farm perimeter 0.12 <.0001 
Herd bTB history 1 0.09 <.0001 
Herd bTB history 2 0.09 <.0001 
Herd bTB history 3 0.08 <.0001 
Herd bTB history of past 3 years 0.12 <.0001 
Annual total rainfall 0.05 0.01 
Annual max monthly rainfall 0.04 0.03 
Annual mean monthly temperature -0.04 0.04 
Temperature.A3 0.04 0.04 
Annual mean monthly VPD -0.04 0.05 
VPD.A2 -0.04 0.03 
VPD.P3 0.04 0.05 
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Figure 4. The cumulative lift charts of Neural network

Training, Validate and Test data set. 

The estimation process of model fitting
with Bernoulli error function (Equation
iterations to be convergent. By the model selection
in validate data set with average squared error
weights from the 10th iteration are selected.
iteration, the average squared error starts 
validate data set, although it continued 
training data set. In order to assess
performance of the neural network model,
the Training, Validation, and Test data sets
Figure 4. The lift and capture rates calculated
data set are used for evaluating the models
models because the Test data set is not used
fine-tuning the model. To create lift chart,
neural network model are used to calculate
getting herd restricted status for each observation,
observations are sorted descending by their
it divides the data set into 20 equal 
Percentiles. Since the percentiles are created
data set based on the computed probabili
percentile (called the top percentile) has the
the highest mean probability of cancellation.
given percentile is the actual observed cancellation
that percentile divided by the overall actual
rate. 

It can be seen from the Figure 4 that
highest in the training data set, but worst 
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network model fitting results on 

fitting on training data 
(Equation 3) requires 50 

selection procedure 
error criterion, the 

selected. After 10th 
 to increase in the 
 to decline in the 

assess the predictive 
model, the lift charts for 

sets are shown in 
calculated from the Test 
models or comparing the 

used in training or 
chart, the estimated 

calculate the probability of 
observation, then the 

their probability. Then 
 segments called 

created from the sorted 
probabilities, the first 

the customers with 
cancellation. The lift in a 

cancellation rate in 
actual herd restricted 

that the lift value is 
in validate set. As 

the model estimation is based on
lift on it should perform reasonable.
observations in the training data
32.8358% comparing with 4.5%
However, for the Test data set, 
the herd restricted rate is 7.4074%
overall restricted rate. Although
not have high lift value on test 
enhance work efficiency. For example
of herd bTB, based on time and
Irish government may not exami
country. Instead, they would random
detect the bTB incidence. By
results, they could select 1.58 times
more than by random select, 
prevention project. 

4. Conclusion 

This paper use the neural
epidemiological study, i.e. 
occurrence in cattle herds, together
risk factors in the area known as
Ireland. The binary target variable
the restricted status, which is 
reactor is detected in the herd.
and prevent over-fitting in neural
observations are divided into three
(50%), Validation data set (30%),
The Training data set is used for
and the Validation data set is used
weights. The weights are estimated
training data set in such a way
minimized. Although the fitted
high lift value on test data set, 
work efficiency. For example in
bTB with only 5% selection of
network model could select 
reactors more than by random select,
the prevention project. 
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